Multi-label Learning

Trees, Emloeddings, and much morve!
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Class 'gcica’c'wn Paradigms

Pick one Pick one Pick all applicable

Label 1 </ Label 1 Label 1

Label 2 Label 2 Label 2 Q/
Label 3 Label 3
Label 4 Q/ Label 4 J
Label L Label L J

Binary Multi-class Multi-label



Class 'gﬁca’cion Paradigms

Pick one Pick one Pick all applicable

DESIGNER RUBIX CUBE FOR INDIAN POLITICIANS
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INDIAN COALITION POLITICS

MIX AND MATCH
TO GET WINNING MAJORITY

Binary Multi-class Multi-label
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eXtreme Multi-label Class iﬁca’cion

What all items would this user buy?

F(8) <=

\ Y4

X : Users



eXtreme Multi-label Class @ﬁca’cion

Who all are present in this selﬁe?
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Bharata Natyam

From Wikipedia, the free encyclopedia

Bharathanatyam (Tamil: I_IIIE}LFJI'H;IE]_U_ITL'D} I a form of Indian classical dance that originated in the
temples of Tamil Nadu "I |t was described in the treatise Naiya Shastra by Bharata around the
beginning of the common era. Bharata Natyam is known for its grace, purity, tenderness, expression
and sculpturesque poses. Lord Shiva is considered the God of this dance form. Today, it is one of the
most popular and widely performed dance styles and is practiced by male and female dancers all over
the world, although it is more commonly danced by women.®

Bharathanatyam

Contents [hide]

1 Etymology
2 Dance tradition

3 Essential ideas
3.1 Spiritual symbolism

4 Medieval decline
5 Modern rebirth

Dances by name, Indian culture, Performing arts in

India, South India, Tamil culture




Chauenges and Opportunities in Multi-label [eam'mg

* Exp loit label correlations

* Problem not as lavge as Lt seems

* Missing labels in training and test set

o Appropviate traming and evaluation?

° Novel’cy and Divevsi’ty n predic’ced set of labels?
° USeﬁAl in recommendation and tagging tas les



Evaluation Teclfmiques

An Invitation to Optimization Connoisseurs



Class iﬁcaﬁon Metrics
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Hamming Loss
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Precision
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Recall
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F-measure
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Jaccard Distance
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Class iﬁcaﬁon Metrics
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° Of these, only precision
seems to be (mildly)
appropriate for cases with

® eXtreme ly lavge number of
labels

* Smaller pvedicﬁon Ioudge’cs
* Missing labels in truth

N
Predicted y



12

13

Ranking Metrics

Predicted G
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Precision@k

} * Precision@1 = 100%

* Precision@2 = 50%
* Precision@3 = 66%

* \Very appropriate for
budget constrained
prediction settings

Predicted G



12

13

Mean Average Precision
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* Precision@1 = 100%
* Precision@2 = 50%

* Precision@13 =13.7%

* MAP = 46.56%
e Usefulness for large L??

Predicted G
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Area under the ROC curve
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* Count mis-orderings
* For 2: none
* For5:1
* For11: 4
* For 10: 5

e Total violations: 10
e AUC=1-10/(4*9)
=0.72

Predicted G



12
13

Mean Reciprocal Rank

* Penalize rankings that
rank “on” labels low

Ran
Ran
Ran

Ran

kof2=1
Kkof5=3
kofl1ll=7

kof10=9

* MRR = %™ (1/1+1/3+1/7+1/9)

Predicted G

= 0.39 = 1/(2.52)



Solution Strategies

ak.a. how to compress a decade worth of literature

into an hour long talk



Notation and Formulation

* Abstract pm’olem: We have “documents” that are to be
assigned a subset of L labels

* Represen’ca’cion
* Documents: vectors in D dimensions

* Labels: vectors in L dimensions (Boolean hypercube)
* Training set

° (xlryl)i (x21y2)1 (X3,y3), *ce) (Xn,Vn)
*x.€RP,y.€{0,1}'



The Three Pillars of Multi-label Learning

* 1-vs-All or Binary Relevance Methods

. Embedd'mg or Dimens iona[i‘cy Reduction Methods

* Tree or Ensemble Methods



1-vs-All Methods

* Predict scores for each label sepamte(y

¢ Tl'lVGS’/lO ld or V&VLIQ scores to make predicﬁons




1-vs-All Methods
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Beneﬁts
° Ex’cvemely ﬂexib le model
° ]n-depth theoretical
analysis possi’o le

Questions
* Are the L class iﬁevs trained
separately/jointly?
* If jointly then what “joins”
the classifiers?
Considerations
* Training time ®
* Test time ®
* Model size ®



1-vs-All Methods

* Binary Re levance methods
* Treat each label as a separate class iﬁcaﬂom pro]olem
* Formulation (on board)

* Also includes so-called p/ug—[n methods, submodularmethods

* Margin methods much larger
* Ensure scores of “on” labels are larger thdn those of “off” labels

* Formulation (on board)

* Structured Loss minimization methods

* Formulation (sketch on board)



Em’oedding Methods

* Since L >>>1 and also has redundancies, reduce L
* Dimens 'Lonali‘cy reduction!!

* Nice theory, results, but expenstve (in predicﬂon, traming

* Questions

* How to embed labels (linear/non-linear)
* How to predict in the embedding space
* How to “pull back” to the label space

* Single/multiple embeddings

* CS, BCS, PLST, CPLST, LEML, SLEEC



Em’oedding Methods

* How to embed labels
* RP(CS), CCA, PCA, Low local

distortion proj., Learnt projections

* How to pull back

* Sparse recovery, Nearest neigh’oor,

Learnt projections

* Considerations
* Training time ©
* Test time ®
* Model size ©




Tree Methods

All of
Wiki




Tree Methods

* Partition the space of documents into several bins

® To ease life, }OQUCOVWI hierarchical partitioning as a tree

* At each leaf peUform some class iﬁcaﬂon task to pvedic’c

* To increase ejf%ciency, use several trees (forest)

* Questions
* Partitioning criterion (c[us’cer'mg, Vanking, class 'Lﬁcaﬁon)
* Leaf action (constant labeling, use of another multi-labeler)

* Ensemble size and aggregation method (s 'mgle, mu[ﬁp le)
* LPSR, MLRF, FAST-XML

* Consideration: good accuracy, fast pvediction, huge models



The Three Pillars of Multi-label Learning

" » - Prediction | Model Well
Accuracy L) Cost Size Understood?
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