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Manifolds in the 
Visual Brain



Visual Recognition Pathway (Ventral)

dicarlo-zoccolan-12-visual-object-recognition

Ventral pathway, Macaque brain

Deep colours: process central 10 deg

Presenter
Presentation Notes
Figure 3. The Ventral Visual Pathway(A) Ventral stream cortical area locations in the macaque monkey brain, and flow of visual information from the retina.(B) Each area is plotted so that its size is proportional to its cortical surface area (Felleman and Van Essen, 1991). Approximate total number of neurons (both hemispheres) is shown in the corner of each area (M = million). The approximate dimensionality of each representation (number of projection neurons) is shown above each area, based on neuronal densities (Collins et al., 2010), layer 2/3 neuronal fraction (O’Kusky and Colonnier, 1982), and portion (color) dedicated toprocessing the central 10 deg of the visual field (Brewer et al., 2002). Approximate median response latency is listed on the right (Nowak and Bullier, 1997;Schmolesky et al., 1998).



Early
Responses

Bell / Sejnowski 02
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Presentation Notes
Figure 19.3Matrix of 144 filters obtained by training on natural images whitened by zero-phase components analysis. Each filter is a rowof the matrix W. The independent components analysis basis functions on ZCA-whitened data are visually the same as theICA filters. On nonwhitened data, the filters look like high-pass versions of the filters shown here, and the basis functionslook like low-pass versions of them.



Computational models (Poggio)

[Serre Oliva Poggio 2007]
[Serre Wolf Riesenhuber Poggio 
2007 pami]

This computational model did as 
well on object recognition tasks as 
state-of-art CV (bag of words) 
models.  

S4 = View-
tuned cells



Selectivity for complex features

[kobatake-tanaka-94]
neuronal-selectivity-to-complex-
object-features

Location of 
recorded IT cell

kobatake-tanaka-94_neuronal-selectivity-to-complex-object-features



Simplifying the response

tanaka-03_columns-for-features



Object-specific View-tuned cells 

[logothetis pauls poggio 95] shape representation in IT macaque

Presenter
Presentation Notes
A population of IT neurons was found that responded selectively toviews of previously unfamiliar objects. The cells discharged maximally to oneview of an object, and their response declined gradually as the object wasrotated away from this preferred view. No selective responses were everencountered for views that the animal systematically failed torecognize. Most neurons also exhibited orientation-dependent responses duringview-plane rotations. 



Dimensionality Reduction and
Long-distance neural communication

ganguli-sompolinsky-12_compressed-sensing-sparsity-domensionality



Dimensionality Reduction and
Long-distance neural communication

ganguli-sompolinsky-12_compressed-sensing-sparsity-domensionality



Artificial Neural Networks



Perceptron (Threshold unit)

Learn weights W 
to  best match 

output on 
training set

Presenter
Presentation Notes
What parameters and objective function



Perceptron
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Training a Perceptron
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Training a Perceptron
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Linear Classifier
Heaviside function has threshold at x=0. Decision 
boundary given by:

a = w*x+ w0 = w0 + w1 x1 + w2 x2 = 0 

Thus: x2 = - (w0 + w1 x1)/w2 . 
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Dimensionality
• What fraction of possible functions are Linearly 

separable? 
• Consider Boolean functions

– n= Number of variables

n Total Functions 22n Linearly Separable

0 2 2
1 4 4
2 16 14
3 256 104
4 65536 1882
5 4.3 × 109 94572                                                                                                                        
6 1.8 × 1019 1.5 × 107

7 3.4 × 1038 8.4 × 109

8 1.2 × 1077 1.7 × 1013

2=(n/2+16)  <  λ(n)  ≤ 
2^n^2

Presenter
Presentation Notes
A Boolean function in n variables can be thought of as an assignment of 0 or     1 to each vertex of a Boolean hypercube in n dimensions. The Boolean function is said to be linearly separable if the set of vertices     labeled 0 are linearly separable from those labeled 1.while the number of all Boolean functions is 2^2^n, for n ≥ 8 the number λ(n)of linear threshold functions satisfies   			2^(n/2+16) < λ(n) ≤ 2^n^2The exact number λ(n) has been computed for up to n = 8.  Encyclopedia of Integer Sequences # A000609: 	 λ(1 ... 8) = 4, 14, 104, 1882, 94572, 15028134, 8378070864,			17561539552946.



Examples of activation functions



Multi-layer perceptron



Deep Learning

Task 1 Task 2 Task 3 Task 4

Raw input (high dimensionality)

Coding layer



Traditional Learning



Traditional Learning

Hand-engineered features



Feature Discovery in Deep Learning



Deep Learning



Ventral Visual Pathway



Face Recognition and 
Manifolds

26



Ventral Visual Pathway



Eigenfaces:  Linear Dimensionality 
Reduction

PCA: project data onto subspace of maximum variance

[A] = top eigenvectors of covariance matrix [XXT]
Y = [A] X

e1

e1



Percentage of Variance Explained



Percentage of Variance Explained

• k=1 to 25



Percentage of Variance Explained
k=1,9,17, 25, 33… 89



Percentage of Variance Explained



Non-Linear Dimensionality 
Reduction (NLDR) 

algorithm:  ISOMAP



Data may lie on non-linear “manifolds”

Geodesic = shortest path along manifold



Isomap Algorithm



Isomap Algorithm

• Identify neighbors.
– points within epsilon-ball  (ε-ball)
– k nearest neighbors (k-NN)

• Construct neighborhood graph.
-- x connected to y if  neighbor(x,y).
-- edge length = distance(x,y)

• Compute shortest path between nodes
– Djkastra  / Floyd-Warshall algorithm

• Construct a lower dimensional embedding.
– Multi-Dimensional Scaling (MDS)

[Tenenbaum, de Silva and Langford 2001]



Isomap Algorithm

Geodesic = shortest path along manifold



Residual Variance and Dimensionality

residual variance = 1 – r2(Dg, Dy); r = linear correlation coefficient
Dg = geodesic distance matrix; Dy = manifold distance

Isomap

PCA (linear)

Manifold dimensio

Residual
variance

Presenter
Presentation Notes
residual variance = 1  -  R^2 (DM, DY). DY is the matrix of Euclidean distances in the low-dimensional embedding recovered by each algorithm. DM is each algorithm’s best estimateof the intrinsic manifold distances: for Isomap, this isthe graph distance matrix DG ; for PCA and MDS, it isthe Euclidean input-space distance matrix DX(except with the handwritten ‘2’s, where MDS uses thetangent distance). R is the standard linear correlationcoefficient, taken over all entries of DM and DY



Manifold discovery

Locally Linear Embedding (Saul and Roweis 01)



Manifold clustering

Clustering on Isomap embedding
http://www.cse.iitk.ac.in/users/cs365/2012/submissions/smukul/cs365/hw2/



r-ball density  intrinsic dimensionality

Brand 03: charting a manifold



Effect of scale on dimensionality

Lee & Verleysen 2007: Nonlinear Dimensionality Reduction



Short Circuits & Neighbourhood 
selection

neighbourhood size

too big: short-circuit errors
too small: isolated patches 

[saxena, gupta mukerjee 04]



Head Rotation Motion



Head Rotation Motion-1
Results 

Left-right head motion

Up-down head motion



Head Rotation Motion-1
Results 



Precision:  
TP / Retrieved 

Positives

Recall:
TP / Actual

Positives

Binary classifier: Precision vs Recall



Information Theory

48

Building Expectations



Twenty Questions

Knower: thinks of object (point in a probability space)
Guesser: asks knower to evaluate random variables

Stupid approach:

Guesser: Is it my left big toe?
Knower: No.

Guesser: Is it Valmiki? 
Knower: No.

Guesser: Is it Aunt Lakshmi?
...



Expectations & Surprisal

Turn the key:  expectation:  lock will open

Exam paper showing:  could be 100, could be zero.  
random variable: function from set of marks 

to real interval [0,1]

Interestingness  ∝ unpredictability

surprisal (r.v. = x) = - log2 p(x)

= 0 when p(x) = 1
= 1 when p(x) = ½ 
= ∞ when p(x) = 0



A: 00010001000100010001. . . 0001000100010001000100010001

B: 01110100110100100110. . . 1010111010111011000101100010

C: 00011000001010100000. . . 0010001000010000001000110000

Expectations in data

Structure in data   easy to remember



Entropy

Used in
• coding theory
• statistical physics
• machine learning



Entropy



Entropy

In how many ways can N identical objects be allocated M
bins?

Entropy maximized when



Entropy in Coding theory

x discrete with 8 possible states; how many bits to transmit 
the state of x?

All states equally likely



Coding theory



Entropy in Twenty Questions

Intuitively : try to ask q whose answer is 50-50

Is the first letter between A and M? 

question entropy = p(Y)logp(Y) + p(N)logP(N)

For both answers equiprobable: 
entropy = - ½ * log2(½) - ½ * log2(½)  = 1.0

For P(Y)=1/1028
entropy = - 1/1028 * -10 - eps =  0.01



Information Theory
for Language

58

Shannon entropy



Shannon Entropy

• Predict the next word/letter, given (n-1)
previous letters or words : Fn = entropy = 
SUMi (pi log pi)

• probabilities pi (of n-grams) from corpus:
– F0 (only alphabet) = log227 = 4.76 bits per letter
– F1 (1-gram frequencies pi) = 4.03 bits
– F2 (bigram frequencies) = 3.32 bits
– F3 (trigrams) = 3.1 bits
– Fword = 2.62 bits

(avg word entropy = 11.8 bits per 4.5 letter word)



Shannon Entropy : Human 

• Ask human to guess the next letter:
THE ROOM WAS NOT VERY LIGHT A SMALL OBLONG
----ROO------NOT-V-----I------SM----OBL---

READING LAMP ON THE DESK SHED GLOW ON
REA----------O------D----SHED-OLD--O-

POLISHED WOOD BUT LESS ON THE SHABBY RED CARPET
P-L-S-----O---BU--L-S—O-------SH-----RE—C------

• 69% guessed on 1st attempt  [“-” = 1st attempt]

Claude E. Shannon. “Prediction and Entropy of 
Printed English”, Bell System Technical Journal 30:50-
64. 1951.



Shannon Entropy : Human 

• Count number of attempts:

• Entropy:   F1 =3.2, 4.0     F10 =1.0, 2.1  F100 = 0.6, 1.3

Claude E. Shannon. “Prediction and Entropy of 
Printed English”, Bell System Technical Journal 30:50-
64. 1951.
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