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Previous Work Associating Linguistic Lables
The association of a word wi with a concept Cj can be measured using 
conditional probability. But the direction of association could be either p(C/w) 
or p(w/C).

Since only two concepts are involved:
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The number of instances of CL and CT are almost same in the set, so the 
direction of association doesn’t matter. 

For strongest association with CT, compute maxi{
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Results

Table 3: Hindi Action Profiled 
[loose] corpus: Top 10 words by 

conditional ratio

Table 4: Hindi Action Profiled 
[tight] corpus: Top 10 words by 

conditional ratio

Table 1: Hindi State Profiled 
[loose] corpus: Top 10 words by 

conditional ratio

Fig 2: Peg-in-hole Assembly

Experiment 1:State

This experiment focused at collecting spoken Hindi data in situations when the 
peg is already inserted in the hole. The pre-assembled setup was kept on a table 
and the participants were asked not to lift the assembly from the table.
Each participant was provided with the following instruction:
“यह एक छेद है और यह एक पैग है. यह पैग पहले से इस छेद मɅ डालȣ हु ई है. आपको इन दोनɉ के
बीच हो रहे संपक[ का ǑहÛदȣ मɅ वण[न करना है. यह Úयान रͨखये ͩक यह Þलॉक इस टेबल से उठे
नहȣ और िजतना हो सके ǑहÛदȣ के अलावा ͩकसी और भाषा का Ĥयोग ना कǐरये.”

Experiment 2: Action

This experiment focused at collecting spoken Hindi data in situations where the 
participant is asked to actively insert the peg in the hole. There was no 
restriction as in the previous experiment.
Each participant was provided with the following instruction:
“यह एक छेद है और यह एक पैग है. आपको यह पैग इस छेद मɅ डालनी है और इन दोनɉ के बीच
हो रहे संपक[ का ǑहÛदȣ मɅ वण[न करना है. िजतना हो सके ǑहÛदȣ के अलावा ͩकसी और भाषा का
Ĥयोग ना कǐरये.”

Table 2: Hindi Action Profiled 
[tight] corpus: Top 10 words by 

conditional ratio

Fig 1: Architecture of the Baby Designer
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Acquisition of Language Symbols

Words like “tight” and “loose” are readily associated with [tight] and [loose] 
fits, respectively, based on uninformed word association from Hindi Language. 
Thus the words have top associations with the concepts.
Unlike Telugu[1], Hindi is richly inflected, it incorporates foreign words very 
easily into the language. This can be seen from the fact that the Hindi native 
correspondences for “tight”, viz. , “तगं” and “कसा” were used only occasionally 
by the participants even after they were specifically told to adhere to Hindi in 
their narrations. This was the same with Hindi speaking population which had 
very less contact with English language. 

The baby designer model learns patterns in an apprenticeship situation. When 
presented with a set of functional constraints and variable set governing them, it 
explores the design space, using domain-general learning algorithms to discover 
patterns in the better performing designs. These patterns get transformed to 
chunks in case they occur frequently. In this process, knowledge of language and 
labels for such concepts and patterns is not required. 
On exposure to language, these implicit associations get transformed to rules in 
the symbolic space, thus incorporating labels.

A wooden block with 5 Holes (A (tapering), B, C, D, E) and 5 aluminium/steel pegs 
(1,2,3,4,5) of diameters (9mm, 12.25mm, 15.75mm, 19mm, 25mm). 
Loose-fit situations – A:1, C:5, D:3
Tight-fit situations – A:2, B:4, E:3

Due to difference in experience and language, the symbols acquired by different 
agents differ. In their paper[1], Dr. Mukerjee and Madan Dabbereu have 
considered how agents map the chunks (low-dimensional characterizations) to 
language based on human commentary produced in the same context. This was 
explored by learning labels in English and Telugu in the simple domain of tight 
and loose fits using the peg-in-hole assembly. This project aims to extend their 
work to Hindi.


