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Top Down Vs Bottom Up

• Top Down influences

-> Contexual Guidance

-> Top Down Object Information

• Bottom Up influences

-> Sharp Contrast



Top Down Object Information

• A dictionary of  features is made using images of the specified 
object.

• For each positive sample,20 randomly cropped samples are 
chosen as negative examples.

• A  number of weak classifiers(120) based on the features are 
used to score the image for the presence of that target

• The scores of these classifiers for multiple scales are 
combined( as in boosting) to  give the  final score.



Contexual Guidance

Feature Extraction
• The image is filtered with Gabor filters at 4 scales and 6 orientations

• Each filtered image is down sampled into 4X4 blocks.

• The filtered response is  averaged for each of the blocks.

• The resulting feature vector of 384 (16X24) is reduced to 100 dimensions  
using pca.

Training of Context Model
• For each image we have the global feature vector and corresponding 

target object location.

• A GMM for the joint probability of the global feature vector and the object 
location is fit to the training data.





Confidence in Context Model

•Results are pretty good if  familiar scenes from familiar 
perspectives are taken
•Consider the  following example(Torralba et al 2009)



Confidence in Context Model

• We have a Gaussian Mixture Model (3 gaussians) for the 
global feature vectors of the training images.

• If the query image is within some proximity (say 2σ) of any of 
the gaussian peaks ,we give it a certain weight and much 
lower weight otherwise.

k = 0.25  if  d< σ

k= 0.15  if  d<2σ

k= 0.1  otherwise



Combining Context and Target 
Information

• Mc : Context Map

• Mt : Target Based Map

• M = Mc
k * Mt

(1-k)

In [1] (Torralba et al, 2006) for saliency and context based maps k=0.2

Currently we are using k=0.15,  confidence in context model yet to be tested.
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Consistency Among Humans(Torralba et al, 2006)



Torralba et al 2006



Results (search task : person + walking)



Work Left

• Testing the model on other search tasks.

• Compare the cases when target object is 
present and when the target object is absent.



Possible Extensions

• Incorporate Bottom Up saliency

• Better Context Models

• Issues like Center Bias in eye movements.
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