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Goal: Perform statistical analysis of large-scale data in the
presence of unbounded adversarial corruptions

Statistical Analysis with Corrupted Data
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Problem Formulation: Recover the original curve in the face of

a bounded number of adversarial corruptions
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Random Selection (RANSAC) \(\é{\
Try random sets .5, estimate w using each and choose best
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W7, = argmin Z ly; — (W, x;)| <<:‘“Q
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Discovers a curve that “best fits” the entire data

y 4 Data: x1,X9,...,X, € RP
Response: y1,v2,...,yn € R
Wis = arg min Z (y; — (W, x;))°
d i=1
> Noise Model: y; = (W™, x;) + b;
Favorable cases Failure cases
y N

WIS

<

Catastrophic failure
under adversity

Faithful recovery
with white noise

Exact recovery
in noiseless case
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Two unknowns: clean set of points S™, original curve w™ \

Observation 1: given S”, finding original curve w™ easy

Observation 2: given w”, finding clean points S™ easy

y y o ®

= =
> >

Proposal: can we alternate between estimating S™and w*?/

TORRENT
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1. Start with any arbitrary curve w' and set timer ¢ < 0
2. Repeat until convergence
i.  Create active set St using points “close” to w

t

ii. Create updated* curve w't! using active set S,

. Incrementtime counter ¢t <t +1
3. Return final curve

*4 update variants FC, GD, H\jB for low-dimensional and HD for high-c{imensional Froblems

Thresholding Operator-based Robust RegrEssioN meThod
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Full Paper: http://tinyurl.com/robustreg

Theoretical Guarantees

Theorem: TORRENT can resist even an all powerful adversary that corrupts
after viewing data and the curve (if < 1/65 fraction of data is corrupted)
Theorem: TORRENT converges to an e-optimal solution i.e.

lw' — w2 < e

1. .
after no more than log - iterations.

In contrast, RANSAC offers no guarantees, and L, relaxation based methods
~ give very poor guarantees in the face of all-powerful adversaries
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TORRENT in action

Res: 11.7 ; 9
Err:150%  Rest D icq (Y — (W', x;))
[w'—w" |2
X
Err w2 100%
A K\ Res:5.1 4
Err: 110%
L o ? ® L
o ® ° L ; | ° e P -
5500 00 ~°° > | 855 00 —°° > N sso 00 = >
?» Res: 4.3 &) “* Res: O
Err: 65% Err: 0%

p =300 n = 1800 alpha = 0.41 kappa = 5

= TORRENT-FC
- TORRENT-HYB
—TORRENT-GD |
—L1-DALM

p =50000 n = 5410 alpha =0.4s =100
3 , : T

p =500 n =2000 sigma = 0.2
' ‘ ‘ -

& TORRENT-HD

L 1-DALM & TORRENT-FC |

© TORRENT-HYB
- |==L1-DALM

2_

I
|
&1

4 6 8 10 12 0 100 200 300 400 ‘ ‘
Time (in Sec) Time (in Sec) 0 . 0.2 04 0.6
Fraction of Corrupted Points

0 2

On regression analysis tasks, TORRENT is up to Z0x faster than leading methods on
low, as well as higk dimensional data and can tolerate up to 40% cormpﬁor\.’

Recovery Error with Varying Corruption Fraction
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Structured noise

70% S/P noise
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On face recoghition tasks, TORRENT is able to recover the correct identity of the
person ih the presence of as much as 70% corrupﬁor\.’




