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Abstract—Many modern unsupervised or semi-supervised machine learning algorithms rely on Bayesian probabilistic models. These models are usually intractable and thus require approximate inference. Variational inference (VI) lets us approximate a high-dimensional Bayesian posterior with a simpler variational distribution by solving an optimization problem. This approach has been successfully used in various models and large-scale applications. In this review, we give an overview of recent trends in variational inference. We first introduce standard mean field variational inference, then review recent advances focusing on the following aspects: (a) scalable VI, which includes stochastic approximations, (b) generic VI, which extends the applicability of VI to a large class of otherwise intractable models, such as non-conjugate models, (c) accurate VI, which includes variational models beyond the mean field approximation or with atypical divergences, and (d) amortized VI, which implements the inference over local latent variables with inference networks. Finally, we provide a summary of promising future research directions.
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1 INTRODUCTION

Bayesian inference has become a crucial component of machine learning. It allows us to systematically reason about parameter uncertainty. The central object of interest in Bayesian inference is the posterior distribution of model parameters given observations. Most modern applications require complex models, and the corresponding posterior is beyond reach. Practitioners, therefore, resort to approximations. This review focuses on variational inference (VI); a collection of approximation tools that make Bayesian inference computationally efficient and scalable to large data sets.

Many Bayesian machine learning methods rely on probabilistic latent variable models. These include Gaussian Mixture Models (GMM), Hidden Markov Models (HMM), Latent Dirichlet Allocation (LDA), Stochastic Block Models, and Bayesian deep learning architectures. Exact inference is typically intractable in these models; consequently approximate inference methods are needed. In VI, one approximates the model posterior by a simpler distribution. To this end, one minimizes the Kullback-Leibler divergence between the posterior and the approximating distribution. This approach circumvents computing intractable normalization constants. It only requires knowledge of the joint distribution of the observations and the latent variables. This methodology along with its recent refinements will be reviewed in this paper.

Within the field of approximate Bayesian inference, VI falls into the class of optimization-based approaches [13], [54]. This class also contains methods such as loopy belief propagation [116] and expectation propagation (EP) [113]. On the contrary, Markov Chain Monte Carlo (MCMC) approaches, rely on sampling [19], [53], [134]. Monte Carlo methods are often asymptotically unbiased, but can be slow to converge. Optimization-based methods, on the other hand, are often faster but may suffer from oversimplified posterior approximations [13], [181]. In recent years, there has been considerable progress in both fields [7], [14], and in particular on bridging the gap between these methods [1], [83], [101], [135], [150]. In fact, recent progress in scalable VI partly relies on fusing optimization-based and sampling-based methods. While this review focuses on VI, readers interested in EP and MCMC are referred to, e.g., [155] and [7].

The origins of VI date back to the 1980s. Mean field methods, for instance, have their origins in statistical physics, where they played a prominent role in the statistical mechanics of spin glasses, see [107] and [130]. Early applications of variational methods also include the study of neural networks, see [127] and [132]. The latter work inspired the computer science
community of the 1990s to adopt variational methods in the context of probabilistic graphical models [65], [153], see also [71], [126] for early introductions on this topic.

In recent years, several factors have driven a renewed interest in variational methods. The modern versions of VI differ significantly from earlier formulations. Firstly, the availability of large datasets triggered the interest in scalable approaches, e.g., based on stochastic gradient descent [17], [59]. Secondly, classical VI is limited to conditionally conjugate exponential family models, a restricted class of models described in [59], [181]. In contrast, black box VI algorithms [66], [71], [135] and probabilistic programs facilitate generic VI, making it applicable to a range of complicated models. Thirdly, this generalization has spurred research on more accurate variational approximations, such as alternative divergence measures [94], [114], [194] and structured variational families [137]. Finally, amortized inference employs complex functions such as neural networks to predict variational distributions conditioned on data points, rendering VI an important component of modern Bayesian deep learning architectures such as variational autoencoders. In this work, we discuss important papers concerned with each of these four aspects.

While several excellent reviews of VI exist, we believe that our focus on recent developments in scalable, generic, accurate and amortized VI goes beyond those efforts. Both [71] and [126] date back to the early 2000s and do not cover the developments of recent years. Similarly, [181] is an excellent resource, especially regarding structured approximations and the information geometrical aspects of VI. However, it was published prior to the widespread use of stochastic methods in VI. Among recent introductions, [14] contains many examples, empirical comparisons, and explicit model calculations but focuses less on black box and amortized inference; [7] focuses mainly on scalable MCMC. Our review concentrates on the advances of the last 10 years prior to the publication of this paper. Complementing previous reviews, we skip example calculations to focus on a more exhaustive survey of the recent literature.

Here, we present developments in VI in a self-contained manner. We begin by covering the basics of VI in Section 2. In the following sections, we concentrate on recent advances. We identify four main research directions: scalable VI (Section 3), non-conjugate VI (Section 4), non-standard VI (Section 5), and amortized VI (Section 6). We finalize the review with a discussion (Section 7) and concluding remarks (Section 8).

2 Variational Inference

We begin this review with a brief tutorial on variational inference, presenting the mathematical foundations of this procedure and explaining the basic mean-field approximation.

Notation: The generative process is specified by observations $x$, as well as latent variables $z$ and a joint distribution $p(x,z)$. We use bold font to explicitly indicate sets of variables, i.e. $z = \{z_1, z_2, \ldots, z_N\}$, where $N$ is the total number of latent variables and $x = \{x_1, x_2, \ldots, x_M\}$, where $M$ is the total number of observations in the dataset. The variational distribution $q(z; \lambda)$ is defined over the latent variables $z$ and has variational parameters $\lambda = \{\lambda_1, \lambda_2, \ldots, \lambda_N\}$.

2.1 Inference as Optimization

The central object of interest in Bayesian statistics is the posterior distribution of latent variables given observations:

$$p(z|x) = \frac{p(x,z)}{\int p(x,z)dz}.$$  \hspace{1cm} (1)

For most models, computing the normalization term is impossible.

In order to approximate the posterior distribution $p(z|x)$, VI introduces a simpler distribution $q(z; \lambda)$, parameterized by variational parameters $\lambda$, and a distance measure between the proxy distribution and the true posterior is considered. We then minimize this distance with respect to the parameters $\lambda$. Finally, the optimized variational distribution is taken as a proxy for the posterior. In this way, VI turns Bayesian inference into an optimization problem.

Distance measures between two distributions $p(y)$ and $q(y)$ are also called divergences. As we show below, the divergence between the variational distribution and the posterior cannot be minimized directly in VI, because this involves knowledge of the posterior normalization constant. Instead, a related quantity can be maximized, namely a lower bound on the log marginal probability $p(x)$ (this will be explained below).

While various divergence measures exist [4], [6], [114], [161], the most commonly used divergence is the Kullback-Leibler (KL) divergence [13], [87], which is also referred to as relative entropy or information gain:

$$D_{KL}(q(y)||p(y)) = - \int q(y) \log \frac{p(y)}{q(y)} dy.$$ \hspace{1cm} (2)

As seen in Eq. 2, the KL divergence is asymmetric; $D_{KL}(q(y)||p(y)) \neq D_{KL}(p(y)||q(y))$. Depending on the ordering, we obtain two different approximate inference methods. As we show below, VI employs $D_{KL}(q(z)||p(z|x)) = -E_{q(z)}[\log \frac{p(z|x)}{q(z)}]$. On the other hand, expectation propagation (EP) [113] optimizes
D_{KL}(p(\mathbf{z} | \mathbf{x}) || q(\mathbf{z})) for local moment matching, which is not reviewed in this paper\(^1\). In Section 5 we discuss alternative divergence measures that can improve the performance of VI.

### 2.2 Variational Objective

VI aims at determining a variational distribution \(q(\mathbf{z})\) that is as close as possible to the posterior \(p(\mathbf{z} | \mathbf{x})\), measured in terms of the KL divergence. As for all divergences, \(D_{KL}(q || p)\) is only zero if \(q = p\). Thus, in an ideal case, the variational distribution takes the form \(q(\mathbf{z}) = p(\mathbf{z} | \mathbf{x})\). In practice, this is rarely possible; the variational distribution is usually under-parameterized and thus not sufficiently flexible to capture the full complexity of the true posterior.

As discussed below, minimizing the KL divergence is equivalent to maximizing the evidence lower bound (ELBO) \(\mathcal{L}\). The ELBO is a lower bound on the log marginal probability, \(\log p(\mathbf{x})\). Since the ELBO is a conservative estimate of this marginal, which can be used for model selection, the ELBO is sometimes taken as an estimate of how well the model fits the data.

The ELBO \(\mathcal{L}\) can be derived from \(\log p(\mathbf{x})\) using Jensen’s inequality as follows:

\[
\log p(\mathbf{x}) = \int p(\mathbf{x}, \mathbf{z}) d\mathbf{z} = \int \frac{p(\mathbf{x}, \mathbf{z}) q(\mathbf{z} | \lambda)}{q(\mathbf{z} | \lambda)} d\mathbf{z} \\
= \log \mathbb{E}_{q(\mathbf{z} | \lambda)} \left[ \frac{p(\mathbf{x}, \mathbf{z})}{q(\mathbf{z} | \lambda)} \right] \\
\geq \mathbb{E}_{q(\mathbf{z} | \lambda)} \left[ \log \frac{p(\mathbf{x}, \mathbf{z})}{q(\mathbf{z} | \lambda)} \right] \equiv \mathcal{L}(\lambda).
\]

It can be shown (see Appendix A.1) that the difference between the true log marginal probability of the data and the ELBO is the KL divergence between the variational distribution and the posterior distribution:

\[
\log p(\mathbf{x}) = \mathcal{L}(\lambda) + D_{KL}(q || p) \tag{4}
\]

Thus, maximizing the ELBO is equivalent to minimizing the KL divergence between \(q\) and \(p\). In traditional VI, computing the ELBO amounts to analytically solving the expectations over \(q\), where the model is commonly restricted to the so-called conditionally conjugate exponential family (see Appendix A.2 and [181]). As part of this article, we will present more modern approaches where this is no longer the case. For an exemplary derivation of VI updates for a Gaussian Mixture Model, see [14].

The KL divergence between \(q\) and \(p\) tends to force \(q\) to be close to zero wherever \(p\) is zero (zero forcing) [114]. This property leads to automatic symmetry breaking, however, it results in underestimating the variance. In detail, when the posterior has several equivalent modes caused by model symmetry, KL based VI may focus on a single mode due to its zero forcing property. For the same reason, since the variational distribution is commonly not flexible enough, the zero forcing property leads to underestimates of the variance. In contrast, MCMC or EP may show an undesirable mode averaging behavior, while estimating the variance more closely.

It is important to choose \(q(\mathbf{z})\) to be simple enough to be tractable, but flexible enough to provide a good approximation of the posterior [13]. A common choice is a fully factorized distribution, a mean field distribution, which is introduced in Section 2.3. A mean field distribution assumes that all latent variables are independent, which simplifies derivations. However, this independence assumption also leads less accurate results especially when the true posterior variables are highly dependent. This is e.g. the case in time series or complex hierarchical models. Richer families of distributions may lead to better approximations, but may complicate the mathematics and computation. This motivates extensions such as structured VI which is reviewed in Section 5.

### 2.3 Mean Field Variational Inference

Mean Field Variational Inference (MFVI) has its origins in the mean field theory of physics [126]. MFVI assumes that the variational distribution factorizes over the latent variables:

\[
q(\mathbf{z} | \lambda) = \prod_{i=1}^{N} q(z_i | \lambda_i). \tag{5}
\]

This independence assumption leads to an approximate posterior that is less expressive than when preserving dependencies, but simplifies algorithms and mathematical derivations. For notational simplicity, we omit the variational parameters \(\lambda\) for the remainder of this section. We now review how to maximize the ELBO \(\mathcal{L}\), defined in Eq. 3, under a mean field assumption.

A fully factorized variational distribution allows one to optimize \(\mathcal{L}\) via simple iterative updates. To see this, we focus on updating the variational parameter \(\lambda_j\) associated with latent variable \(z_j\). Inserting the mean field distribution into Eq. 3 allows us to express the ELBO as follows:

\[
\mathcal{L} = \int q(z_j) \mathbb{E}_{q(z_{-j})} [\log p(z_j, \mathbf{x} | z_{-j})] dz_j \\
- \int q(z_j) \log q(z_j) dz_j + c_j. \tag{6}
\]

Above, \(z_{-j}\) indicates the set \(z\) excluding \(z_j\). The constant \(c_j\) contains all terms that are constant with respect to \(z_j\), such as the entropy term associated with \(z_{-j}\). We have thus separated the full expectation into an inner expectation over \(z_{-j}\), and an outer expectation over \(z_j\).

---

1. We refer the readers to the EP roadmap for more information about advancement of EP. https://tminka.github.io/papers/ep/roadmap.html
Exponentiating and normalizing this result yields:

\[ q^*(z_j) = \exp(\mathbb{E}_{q(z_j)}[\log p(z_j|x_j)]) \]

for variable \( j \) by:

\[ \log q^*(z_j) = \mathbb{E}_{q(z_j)}[\log p(z_j|x_j)] + \text{const.} \quad (7) \]

Inspecting Eq. 6, it becomes apparent that this formula is a negative KL divergence, which is maximized for variable \( j \) by:

\[ \log q^*(z_j) = \mathbb{E}_{q(z_j)}[\log p(z_j|x_j)] \]

Exponentiating and normalizing this result yields:

\[ q^*(z_j) = \exp(\mathbb{E}_{q(z_j)}[\log p(z_j|x_j)]) \]

Using Eq. 8, the variational distribution can now be updated iteratively for each latent variable until convergence. Similar updates also form the basis for the variational message passing algorithm [190] (See Appendix A.3).

For more details on the mean field approximation and its geometrical interpretation we refer the reader to [181] and [13]. Having covered the basics of VI, we devote the rest of this paper to reviewing advanced techniques.

### 3 Scalable Variational Inference

In this section, we survey scalable VI. Big datasets raise new challenges for the computational feasibility of Bayesian algorithms, making scalable inference techniques essential. We begin by reviewing stochastic variational inference (SVI) in Section 3.1, which uses stochastic gradient descent to scale VI to large datasets. Section 3.2 discusses practical aspects of SVI, such as adaptive learning rates or variance reduction. Further approaches to improve on the scalability of VI are discussed in Section 3.3; these include sparse inference, collapsed inference and distributed inference.

**Notation:** This section follows the general model structure of global and local hidden variables, assumed in [59]. Fig. 1 depicts the corresponding graphical model where the latent variable \( z = \{ \theta, \xi \} \) includes local (per data point) variables \( \xi \) and global variable \( \theta \). Similarly, the variational parameters are given by \( \lambda = \{ \gamma, \phi \} \), where the variational parameter \( \gamma \) corresponds to the global latent variable, and \( \phi \) denotes the set of local variational parameters. Furthermore, the model depends on hyperparameters \( \alpha \). The mini-batch size is denoted by \( S \).

#### 3.1 Stochastic Variational Inference

VI frames Bayesian inference as an optimization problem. For many models of interest, the variational objective has a special structure, namely, it is the sum over contributions from all \( M \) individual data points. Problems of this type can be solved efficiently using stochastic optimization [17], [143]. Stochastic Variational Inference (SVI) amounts to applying stochastic optimization to the objective function encountered in VI [57], [59], [63], [185], thereby scaling VI to very large datasets. Using stochastic optimization in the context of VI was proposed in [59], [63], [152]. We follow the conventions of [59] which presents SVI for models of the conditionally conjugate exponential family class.

The ELBO of the general graphical model shown in Fig. 1 has the following form:

\[ \mathcal{L} = \mathbb{E}_q[\log p(\theta|\alpha) - \log q(\theta|\gamma)] + \sum_{i=1}^{M} \mathbb{E}_q[\log p(x_i|\xi, \theta) - \log q(\xi|\phi_i)]. \]

We assume that the variational distribution is given by \( q(\xi, \theta) = q(\theta|\gamma) \prod_{i=1}^{M} q(\xi_i|\phi_i) \). For conditionally conjugate exponential families [181], the expectations involved in Eq. 9 can be computed analytically, yielding a closed form objective that can be optimized with coordinate updates. In this case, every iteration or gradient step scales with \( M \), and is therefore expensive for large data.

SVI solves this problem by randomly selecting mini-batches of size \( S \) to obtain a stochastic estimate of the ELBO \( \hat{\mathcal{L}} \):

\[ \hat{\mathcal{L}} = \mathbb{E}_q[\log p(\theta|\alpha) - \log q(\theta|\gamma)] + \frac{M}{S} \sum_{i=1}^{S} \mathbb{E}_q[\log p(x_{i}|\xi_{i}, \theta) - \log q(\xi_{i}|\phi_{i})] \]

where \( i \) is the variable index from the mini-batch. This objective is optimized using stochastic gradient ascent. The mini-batch size is chosen as \( S \ll M \) with \( S > 1 \) in order to reduce the variance of the gradient. The choice of \( S \) emerges from a trade-off between the computational overhead associated with processing a mini-batch, such as performing inference over global parameters (favoring larger mini-batches which have lower gradient noise and allow larger learning rate), and the cost of iterating over local parameters in the mini-batch (favoring small mini-batches). Additionally, this tradeoff is also affected by memory structures in modern hardware such as GPUs.

As in stochastic optimization, SVI requires the use of a learning rate \( \rho_{t} \) that decreases over iterations \( t \).
Robbins-Monro conditions $\sum_{t=1}^{\infty} \rho_t = \infty$ and $\sum_{t=1}^{\infty} \rho_t^2 < \infty$ guarantee that every point in parameter space can be reached, while the gradient noise decreases quickly enough to ensure convergence [143]. We deepen the discussion of these topics in Section 3.2.

An important result of [59] is that the SVI procedure automatically produces natural stochastic gradients, and that these natural gradients have a simpler form than regular gradients for models in the conditionally conjugate exponential family. Natural gradients are studied in [5] and were first introduced to VI in [61], [62]. They are pre-multiplied with the inverse Fisher information and therefore take the information geometry into account. For details, we refer interested readers to Appendix A.4 and [59].

Sometimes SVI is referred to as online VI [57], [185]. These methods are equivalent under the assumptions that the volume of the data $M$ is known. In streaming applications, the mini-batches arrive sequentially from a data source, but the SVI updates look the same. However, when $M$ is unknown, it is unclear how to set the scale parameter $M/S$ in Eq. 10. To this end, [104] introduces the concept of the population posterior which depends on the unknown size of the dataset. This concept allows one to apply online VI with respect to the expected ELBO over the population.

Stochastic gradient methods have been adapted to various settings, such as gamma processes [82] and variational autoencoders [79]. In recent years, most advancements in VI have been developed relying on a SVI scheme. In the following, we detail how to further adapt SVI to accelerate convergence.

### 3.2 Tricks of the Trade for SVI

The efficiency of stochastic gradient descent (SGD) methods, which are the basis of SVI, depend on the variance of the gradient estimates. Smaller gradient noise allows for larger learning rates and leads to faster convergence. This section covers tricks of the trade in the context of SVI, such as adaptive learning rates and variance reduction. Some of these approaches are generally applicable in SGD setups.

#### Adaptive Learning Rate and Mini-batch Size:

The speed of convergence is influenced by the choice of the learning rate and the mini-batch size [9], [40]. Due to the law of large numbers, increasing the mini-batch size reduces the stochastic gradient noise [40], allowing larger learning rates. To accelerate the learning procedure, one can either optimally adapt the mini-batch size for a given learning rate, or optimally adjust the learning rate to a fixed mini-batch size.

We begin by discussing learning rate adaptation. In each iteration, the empirical gradient variance can guide the adaptation of the learning rate. Popular optimization methods that make use of this idea include RMSProp [170], AdaGrad [36], AdaDelta [191] and Adam [80]. These methods are not specific to SVI but are frequently used in this context; for more details we refer interested reader to [47]. An adaptive learning rate specifically designed for SVI was suggested in [138]. Recall that $\gamma$ is the global variational parameter. The learning rate for $\gamma$ results from minimizing the error between the stochastic mini-batch update and the full batch update, and is given by:

$$\rho_t^\gamma = \frac{(\gamma_t^\gamma - \gamma)^T (\gamma_t^\gamma - \gamma)}{(\gamma_t^\gamma - \gamma)^T (\gamma_t^\gamma - \gamma) + tr(\Sigma)},$$

(11)

where $\gamma_t^\gamma$ indicates the batch update (using all data), $\gamma$ is the current variational parameter and $\Sigma$ is the covariance matrix of the variational parameter in this mini-batch. Eq. 11 indicates that the learning rate should increase when the trace term, i.e. the mini-batch variance, is small. Further estimation of $\rho_t^\gamma$ is presented in [138]. Although developed for SVI, this method can be adapted to other stochastic optimization methods and resembles the aforementioned adaptive learning rate schemes.

Instead of adapting the learning rate, the mini-batch size can be adapted while keeping the learning rate fixed to achieve similar effects [9], [22], [31]. For example [9] optimizes the mini-batch size to decrease the SGD variance proportionally to the value of the objective function relative to the optimum. In practice, the estimated gradient noise covariance and the magnitude of the gradient are used to estimate the optimal mini-batch size.

#### Variance Reduction:

In addition to controlling the optimization path through the learning rate and mini-batch size, we can reduce the variance, thereby enabling larger gradient steps. Variance reduction is often employed in SVI to achieve faster convergence. In the following, we summarize how to accomplish this with control variates, non-uniform sampling, and other approaches.

**Control Variates.** A control variate is a stochastic term that can be added to the stochastic gradient such that its expectation remains the same, but its variance is reduced. It is constructed as a vector that should be highly correlated with the stochastic gradient and easy to compute. Using control variates for variance reduction is common in Monte Carlo simulation and stochastic optimization [146], [184]. Several authors have suggested the use of control variates in the context of SVI [70], [129], [135], [184]. [184] provides two examples of model specific control variate construction, focusing on logistic regression and LDA.

The stochastic variance reduced gradient (SVRG) method [70] amounts to constructing a control variate which takes advantage of previous gradients from all
data points. It exploits that gradients along the optimization path are correlated. The standard stochastic gradient update $\gamma_{t+1} = \gamma_t - \rho_t (\nabla \hat{L}(\gamma_t))$ is replaced by:

$$\gamma_{t+1} = \gamma_t - \rho_t \nabla \hat{L}(\gamma_t) - \nabla \hat{L}(\tilde{\gamma}) \hat{\mu}.$$ (12)

$\hat{L}$ indicates the estimated objective (here the negative ELBO) based on the current set of mini-batch indices, $\tilde{\gamma}$ is a snapshot of $\gamma$ after every $m$ iterations, and $\hat{\mu}$ is the batch gradient computed over all the data points, $\hat{\mu} = \nabla \hat{L}(\tilde{\gamma})$. Since SVRG requires a full pass through the dataset every $m$th iteration, it is not feasible for very large datasets. Yet, in contrast to traditional SGD, SVRG enables convergence with constant learning rates. We will encounter different types of control variates in the context of black box variational inference (BBVI) (see Section 4.2 for a detailed discussion).

Non-uniform Sampling. Instead of subsampling data points with equal probability, non-uniform sampling can be used to select mini-batches with a lower variance. Several authors suggested variants of importance sampling in the context of mini-batch selection [27], [131], [198]. Although effective, these methods are not always practical, as the computational complexity of the sampling probability relates to the dimensionality of model parameters [41]. Alternative methods aim at de-correlating similar points and sampling diversified mini-batches. These methods include stratified sampling [197], where one samples data from pre-defined subgroups based on meta-data or labels, clustering-based sampling [41], which amounts to clustering the data using k-means and then sampling data from every cluster with adjusted probabilities, and diversified mini-batch sampling [196] using determinantal point processes (see Appendix A.5) to suppress the probability of data points with similar features in the same mini-batch. All of these methods have been shown to reduce variance and can also be used for learning on imbalanced data.

Other Methods. A number of alternative methods have been developed that contribute to variance reduction for SVI. A popular approach relies on Rao-Blackwellization, which is used in [135]. The Rao-Blackwellization theorem (see Appendix A.6) generally states that a conditional estimation has lower variance if a valid statistic to be conditioned on exists. Inspired by Rao-Blackwellization, the local expectation gradients method [173], [176] has been proposed. It explores the conditional structure of a model to reduce the variance. A related approach has been developed for SVI, which averages expected sufficient statistics over a sliding window of mini-batches to obtain a natural gradient with smaller mean squared error [100]. Further variance reduction methods [77], [135], [144] are designed for black box variational inference (BBVI).

These methods make use of the reparametrization trick and are discussed together with BBVI in Section 4. They are different in nature because the sampling space is continuous, while SVI samples from a discrete set of data points.

3.3Collapsed, Sparse, and Distributed Variational Inference

In contrast to using stochastic optimization for faster convergence, this section presents methods that leverage the structure of certain models to achieve the same goal. In particular, we focus on collapsed, sparse, parallel, and distributed inference.

Collapsed Inference: Collapsed variational inference (CVI) relies on the idea of analytically integrating out certain model parameters [56], [75], [88], [90], [162], [167], [175]. Due to the reduced number of parameters to be estimated, inference is typically faster. One can either marginalize out these latent variables before the ELBO is derived, or eliminate them afterwards [56], [75].

Several authors have proposed CVI for topic models [88], [167] where one can either collapse the topic proportions [167] or the topic assignment [56]. In addition to these model specific derivations, [56] unifies existing model-specific CVI approaches and presents a general collapsed inference method for models in the conjugate exponential family class.

The computational benefit of CVI depends strongly on the statistics of the collapsed variables. Additionally, collapsing latent random variables in a model can cause other inference techniques to become tractable. For models such as topic models, we can collapse the discrete variables and only infer the continuous ones, allowing e.g. the application of inference networks (Section 6) [108], [160].

Sparse Inference: Sparse inference aims to exploit either sparsely distributed parameters for parametric models, or datasets which can be summarized by a small number of representative data points. In these regimes, low rank approximations enable scalable inference [55], [157], [174]. Sparse inference can be either interpreted as a modeling choice or as an inference scheme [20].

Sparse inference methods are often encountered in the Gaussian Process (GPs) literature. The computational cost of learning GPs is $\mathcal{O}(n^3)$, where $n$ is the number of data points. This cost is caused by the inversion of the kernel matrix $K_{nn}$ of size $n \times n$, which hinders the application of GPs to big data sets. The idea of sparse inference in GPs [157] is to introduce $m$ inducing points. These are auxiliary variables which, when integrated out, yield the original GP. Instead of being marginalized out however, they are treated as
latent variables whose distribution is estimated using VI. Inducing points can be interpreted as pseudo-inputs that reflect the original data, but yield a more sparse representation since \( m \ll n \). With inducing points, only an \( m \times m \) sized matrix needs to be inverted, and consequently the computational complexity of this method is \( \mathcal{O}(nm^2) \). \[174\] collapses the distribution of inducing points, and \[55\] further extends this work to a stochastic version \[59\] with a computational complexity of \( \mathcal{O}(m^3) \). Additionally, sparse inducing points make inference in Deep Gaussian Processes tractable \[30\].

**Parallel and Distributed Inference:** Several computational acceleration techniques, such as distributed computing, can be applied to VI \[43\], \[120\], \[123\], \[192\]. Distributed inference schemes are often required in large scale scenarios, where data and computations are distributed across several machines. Independent latent variable models are trivially parallelizable. However, model specific designs such as reparametrizations might be required to enable efficient distributed inference \[43\]. Current computing resources make VI applicable to web-scale data analysis \[192\].

4 NON-CONJUGATE INFERENCE

In this section, we review techniques which make VI generic. One aspect of this research is to make VI more broadly applicable to a large class of models, in particular non-conjugate ones. A second aspect is to make VI more automatic, thus eliminating the need for model-specific calculations and approximations, which allows VI to be more accessible in general.

Variational inference was originally limited to conditionally conjugate models, for which the ELBO could be computed analytically before it was optimized \[59\], \[193\]. In this section, we introduce methods that relax this requirement and simplify inference. Central to this section are stochastic gradient estimators of the ELBO that can be computed for a broader class of models.

We start with the Laplace approximation in Section 4.1 and illustrate its limitations. We will then introduce black box variational inference (BBVI) in Section 4.2 which employs the REINFORCE or score function gradient. Section 4.3 discusses a different form of BBVI, which uses reparameterization gradients. Other approaches for non-conjugate VI are discussed in Section 4.4.

4.1 Laplace’s Method and Its Limitations

The Laplace (or Gaussian) approximation, estimates the posterior by a Gaussian distribution \[89\]. To this end, one seeks the maximum of the posterior and computes the inverse of its Hessian. These two entities are taken as the mean and covariance of the Gaussian posterior approximation. To make this approach feasible, the log posterior needs to be twice-differentiable. According to the Bernstein von Mises theorem (a.k.a. Bayesian central limit theorem) \[23\], the posterior approaches a Gaussian asymptotically in the limit of large data, and the Laplace approximation becomes exact (provided that the model is under-parameterized). The approach can be applied to approximate the maximum a posteriori (MAP) mean and covariance, predictive densities, and marginal posterior densities \[171\]. The Laplace method has also been extended to more complex models such as belief networks with continuous variables \[8\].

This approximation suffers mainly from being purely local and depending only on the curvature of the posterior around the optimum; KL minimization typically approximates the posterior shape more accurately. Additionally, the Laplace approximation is limited to the Gaussian variational family and does not apply to discrete variables \[183\]. Computationally, the method requires the inversion of a potentially large Hessian, which can be costly in high dimensions. This makes this approach intractable in setups with a large number of parameters.

4.2 Black Box Variational Inference

In classical variational inference, the ELBO is first derived analytically, and then optimized. This procedure is usually restricted to models in the conditionally conjugate exponential family \[59\]. For many models, including Bayesian deep learning architectures or complex hierarchical models, the ELBO often contains intractable expectations with no known or simple analytical solution. Even if an analytic solution is available, the analytical derivation of the ELBO often requires time and mathematical expertise. In contrast, black box variational inference proposes a generic inference algorithm for which only the generative process of the data has to be specified. The main idea is to represent the gradient as an expectation and to use Monte Carlo techniques to estimate this expectation.

As discussed in Section 2, variational inference aims at maximizing the ELBO, which is equivalent to minimizing the KL divergence between the variational posterior and target distribution. To maximize the ELBO, one needs to follow the gradient or stochastic gradient of the variational parameters. The key insight of BBVI is that one can obtain an unbiased gradient estimator by sampling from the variational distribution without having to compute the ELBO analytically \[129\], \[135\].

For a generic class of models, the gradient of the ELBO can be expressed as an expectation with respect
to the variational distribution:

$$\nabla_{\lambda} \mathcal{L} = \mathbb{E}_{q}(\nabla_{\lambda} \log q(z|\lambda) (\log p(x,z) - \log q(z|\lambda))).$$

(13)

The full gradient $\nabla_{\lambda} \mathcal{L}$, involving the expectation over $q$, can now be approximated by a stochastic gradient estimator $\nabla_{\lambda} \hat{\mathcal{L}}_i$ by sampling from the variational distribution:

$$\nabla_{\lambda} \hat{\mathcal{L}}_i = \frac{1}{K} \sum_{k=1}^{K} \nabla_{\lambda} \log q(z_k|\lambda) (\log p(x,z_k) - \log q(z_k|\lambda)).$$

(14)

where $z_k \sim q(z|\lambda)$. Thus, BBVI provides black box gradient estimators for VI. Moreover, it only requires a practitioner to provide the joint distribution of observations and latent variables without the need to derive the gradient of the ELBO explicitly. The quantity $\nabla_{\lambda} \log q(z|\lambda)$ is also known as the score function and is part of the REINFORCE algorithm [189].

A direct implementation of stochastic gradient ascent based on Eq. 14 suffers from high variances of the estimated gradients. Much of the success of BBVI can be attributed to variance reduction through Rao-Blackwellization and control variates [135]. As one of the most important advancements of modern approximate inference, BBVI was also extended and made amortized inference feasible, see Section 6.1.

**Variance Reduction for BBVI:** BBVI requires a different set of techniques than those reviewed for SVI in Section 3.2. The gradient noise in SVI resulted from subsampling a finite set, making techniques such as SVRG applicable. In contrast, the BBVI noise originates from continuous random variables. This requires a different approach.

The arguably most important control variate in BBVI is the score function control variate [135], where one subtracts a Monte Carlo expectation of the score function from the gradient estimator:

$$\nabla_{\lambda} \hat{\mathcal{L}}_{\text{control}} = \nabla_{\lambda} \mathcal{L} - \frac{w}{K} \sum_{k=1}^{K} \nabla_{\lambda} \log q(z_k|\lambda)$$

(15)

As required, the score function variate has expectation zero under the variational distribution. The weight $w$ is selected such that it minimizes the variance of the gradient.

While the original BBVI paper introduces both Rao-Blackwellization and control variates, [173] points out that good choices for control variates might be model-dependent. They further elaborate on local expectation gradients, which take only the Markov blanket of each variable into account. A different approach is presented by [148], which introduces overdispersed importance sampling. By sampling from a proposal distribution that belongs to an overdispersed exponential family and that places high mass in the tails of the variational distribution, the variance of the gradient is reduced.

### 4.3 Reparameterization Gradient VI

An alternative to the reinforce gradients introduced in Section 4.2 are so-called reparameterization gradients. These gradients are obtained by representing the variational distribution as a deterministic parametric transformation of a uniform noise distribution. Empirically, reparameterization gradients are often found to have a lower variance than REINFORCE gradients. Another advantage is that do not depend on the KL divergence, but apply more broadly (see also Section 5).

**Reparameterization Gradients:** The reparameterization trick simplifies the Monte Carlo computation of the gradient (see Eq. 14) by representing random variables as deterministic functions of noise distributions. This makes backpropagation through random variables possible. In more detail, the trick states that a random variable $z$ with a distribution $q_{\lambda}(z)$ can be expressed as a transformation of a random variable $\epsilon$ that comes from a noise distribution, such as uniform or Gaussian. For example, if $z \sim \mathcal{N}(z; \mu, \sigma^2)$, then $z = \mu + \sigma \epsilon$ where $\epsilon \sim \mathcal{N}(\epsilon; 0, 1)$, see [78], [141].

More generally, the random variable $z$ is given by a parameterized, deterministic function of random noise, $z = g(\epsilon, \lambda)$, $\epsilon \sim p(\epsilon)$. Importantly, the noise distribution $p(\epsilon)$ is considered independent of the parameters of $q_{\lambda}(z)$, and therefore $q_{\lambda}(z)$ and $g(\epsilon, \lambda)$ share the same parameters $\lambda$. This allows us to compute any expectation over $z$ as an expectation over $\epsilon$. (This is also called the law of the unconscious statistician [142].)

We can now build a stochastic gradient estimator of the ELBO by pulling the gradient into the expectation, and approximating it by samples from the noise distribution:

$$\nabla_{\lambda} \hat{\mathcal{L}} = \frac{1}{S} \sum_{s=1}^{S} \nabla_{\lambda} \log p(x_t, g(\epsilon_s, \lambda)) - \log q(g(\epsilon_s, \lambda)|\lambda)), \quad \epsilon_s \sim p(\epsilon).$$

(16)

Often, the entropy term can be computed analytically, which can lead to a lower gradient variance [78].

Note that the gradient of the log joint distribution enters the expectation. This is in contrast to the REINFORCE gradient, where the gradient of the variational distribution is taken (Eq. 14). The advantage of taking the gradient of the log joint is that this term is more informed about the direction of the maximum posterior mode. The lower variance of the reparameterization gradient may be attributed to this property.

While the variance of this estimator (Eq. 16) is often lower than the variance of the score function gradient (Eq. 14), a theoretical analysis shows that this
is not guaranteed, see Chapter 3 in [42]. [144] shows that the reparameterization gradient can be divided into a path derivative and the score function. Omitting the score function in the vicinity of the optimum can result in an unbiased gradient estimator with lower variance. Reparameterization gradients are also the key to variational autoencoders [78], [141] which we discuss in detail in Section 6.2.

The reparameterization trick does not trivially extend to many distributions, in particular to discrete ones. Even if a reparameterization function exists, it may not be differentiable. In order for the reparameterization trick to apply to discrete distributions, the variational distributions require further approximations. Several groups have addressed this problem. In [67], [99], the categorical distribution is approximated with the help of the Gumbel-Max trick and by replacing the argmax operation with a softmax operator. Varying a temperature parameter controls the degree to which the softmax can approximate the categorical distribution. The closer it resembles a categorical distribution, the higher the variance of the gradient. The authors propose annealing strategies to improve convergence. Similarly, a stick-breaking process is used in [119] to approximate the Beta distribution with the Kumaraswamy distribution.

As many of these approaches rely on approximations of individual distributions, there is growing interest in more general methods that are applicable without specialized approximations. The generalized reparameterization gradient [147] achieves this by finding an invertible transformation between the noise and the latent variable of interest. The authors derive the gradient of the ELBO which decomposes the expected likelihood into the standard reparameterization gradient and a correction term. The correction term is only needed when the transformation weakly depends on the variational parameters. A similar division is derived by [117] which proposes an accept-reject sampling algorithm for reparameterization gradients that allow one to sample from expressive posteriors. While reparameterization gradients often demonstrate lower variance than the score function, the use of Monte Carlo estimates still suffers from the injected noise. The variance can be further reduced with control variates [109], [144].

### 4.4 Other Generalizations

Finally, we survey a number of approaches that consider VI in non-conjugate models but do not follow the BBVI principle. Since the ELBO for non-conjugate models contains intractable integrals, these integrals have to be approximated somehow, either using some form of Taylor approximations (including Laplace approximations), lower-bounding the ELBO further such that the resulting integrals are tractable, or using some form of Monte Carlo estimators. Approximation methods which involve inner optimization routines [15], [182], [195] often become prohibitively slow for practical inference tasks. In contrast, approaches based on additional lower bounds with closed-form updates [74], [81], [183] can be computationally more efficient. Examples include extensions of the variational message passing algorithm [190] to non-conjugate models [81], or [183], which adapted ideas from the Laplace approximation (Section 4.1). Furthermore, [151] proposed a variational inference technique based on stochastic linear regression to estimate the parameters of a fixed variational distribution based on Monte Carlo approximations of certain sufficient statistics. Recently, [74] proposed a hybrid approach, where inference is split into a conjugate and a non-conjugate part.

### 5 Non-standard VI: Beyond KL Divergence and Mean Field

In this section, we present various methods that aim at improving the accuracy of standard VI. Previous sections dealt with making VI scalable and applicable to non-conjugate exponential family models. Most of the work in those areas, however, still addresses the standard setup of MFVI and employs the KL divergence as a measure of distance between distributions. Here we review recent developments that go beyond this setup, with the goal of avoiding poor local optima and increasing the accuracy of VI. Inference networks, normalizing flows, and related methods may also be considered as non-standard VI, but are discussed in Section 6.

We start by reviewing the origins of MFVI in statistical physics and describe its limitations (Section 5.1). We then discuss alternative divergence measures in Section 5.2. Structured variational approximations beyond mean field are discussed in Section 5.3, followed by alternative methods that do not fall into the previous two classes (Section 5.4).

#### 5.1 Origins and Limitations of Mean Field VI

Variational methods have a long tradition in statistical physics. The mean field method was originally applied to spin glass models [126]. A simple example for such a spin glass model is the Ising model, a model of binary variables on a lattice with pairwise couplings. To estimate the resulting statistical distribution of spin states, a simpler, factorized distribution is used as a proxy. This is done in such a way that the marginal probabilities of the spins showing up or down are preserved. The many interactions of a given spin with its neighbors are replaced by a single interaction between a spin and the effective magnetic field (a.k.a. mean...
field) of all other spins. This explains the name origin. Physicists typically denote the negative log posterior as an energy or Hamiltonian function. This language has been adopted by the machine learning community for approximate inference in both directed and undirected models, summarized in Appendix A.7 for the reader’s reference.

Mean field methods were first adopted in neural networks by Anderson and Peterson in 1987 [132], and later gained popularity in the machine learning community [71], [126], [153]. The main limitation of mean field approximations is that they explicitly ignore correlations between different variables e.g., between the spins in the Ising model. Furthermore, [181] showed that the more possible dependencies are broken by the variational distribution, the more non-convex the optimization problem becomes. Conversely, if the variational distribution contains more structure, certain local optima do not exist. A number of initiatives to improve mean field VI have been proposed by the physics community and further developed by the machine learning community [126], [133], [169].

An early example of going beyond the mean field theory in a spin glass system is the Thouless-Anderson-Palmer (TAP) equation approach [169], which introduces perturbative corrections to the variational free energy. A related idea relies on power expansions [133], which has been extended and applied to machine learning models by various authors [72], [125], [128], [139], [164]. Additionally, information geometry provides an insight into the relation between MFVI and TAP equations [165], [166]. [194] further connects TAP equations with divergence measures. We refer the readers to [126] for more information. Next, we review the recent advances beyond MFVI based on divergence measures other than the KL divergence.

5.2 VI with Alternative Divergences

The KL divergence often provides a computationally convenient method to measure the distance between two distributions. It leads to analytically tractable expectations for certain model classes. However, traditional Kullback-Leibler variational inference (KLVI) suffers from problems such as underestimating posterior variances [114]. Furthermore, it is unable to break symmetry when multiple modes are close [124] and is a comparably loose bound [194]. Due to these shortcomings, a number of other divergence measures have been proposed which we survey here.

The idea of using alternative divergence measures for variational methods may lead to various methods such as expectation propagation (EP). Extensions of EP [92], [111], [180], [199] can be viewed as generalizing EP to other divergence measures [114]. While these methods are sophisticated, a practitioner will find them difficult to use due to complex derivations and limited scalability. Recent developments of VI focus mainly on a unified framework in a black box fashion to allow for scalability and accessibility. BBVI rendered the application of other divergence measures, such as the χ divergence [33], possible while maintaining the efficiency and simplicity of the method.

In this section, we introduce relevant divergence measures and show how to use them in the context of VI. The KL divergence, as discussed in Section 2.1, is a special form of the α-divergence, while the α-divergence is a special form of the f-divergence. All above divergences can be written in the form of the Stein discrepancy.

**α-divergence:** The α-divergence is a family of divergence measures with interesting properties from an information geometrical and computational perspective [4], [6]. Both the KL divergence and the Hellinger distance are special cases of α-divergence.

Different formulations of the α-divergence exist [6], [200], and various VI methods use different definitions [95], [114]. We focus on Renyi’s formulation, which is defined as:

$$D_α^p(p || q) = \frac{1}{α - 1} \log \int p(x)^α q(x)^{1-α} dx,$$  \hspace{1cm} (17)

where $α ≥ 0$. With this definition of α-divergences, a smaller α leads to mass-covering effects, while a larger α results in zero-forcing effects. For $α = 1$ we recover standard VI (involving the KL divergence).

α-divergences have been used in variational inference [94], [95]. Similar to the bound in Eq. 4, using Renyi’s definition we can derive another bound with the α-divergence:

$$\mathcal{L}_α = \log p(x) - D_α^p(q(\mathcal{z}) || p(\mathcal{z}|x)) = \frac{1}{α - 1} \log \mathbb{E}_q \left[ \frac{p(\mathcal{z}, x)}{q(\mathcal{z})} \right]^{1-α}.$$  \hspace{1cm} (18)

For $α ≥ 0, α ≠ 1$, $\mathcal{L}_α$ is a lower bound. Among various possible definitions of the α-divergence, only Renyi’s formulation leads to a bound (Eq. 18) in which the marginal likelihood $p(x)$ cancels out.

In the context of big data, there are different ways to derive stochastic updates from the general form of the bound (Eq. 18). Different derivations can recover BBVI for α-divergences [95] and stochastic EP [92].

**f-Divergence and Generalized VI:** α-divergences are a subset of the more general family of f-divergences [3], [28], which take the form:

$$D_f(p || q) = \int q(x) f \left( \frac{p(x)}{q(x)} \right) dx.$$
$f$ is a convex function with $f(1) = 0$. For example, the KL divergence $KL(p||q)$ is represented by the $f$-divergence with $f(r) = r \log(r)$, and the Pearson $\chi^2$ distance is an $f$-divergence with $f(r) = (r - 1)^2$.

In general, it is not possible to obtain a useful variational bound for all $f$-divergences directly (such as in Eq. 18). The bound may non-trivially depend on the marginal likelihood, unless $f$ is chosen in a certain way (such as for the KL and Renyi’s $\alpha$-divergence). In this section, we will review an alternative bound which is derived through Jensen’s inequality.

There exists a family of variational bounds, which further generalize Renyi’s $\alpha$ bound. [194] bounds the marginal likelihood, using a general function $\tilde{f}$ as follows:

$$p(x) \geq \tilde{f}(p(x)) \geq \mathbb{E}_q(z) \left[ \tilde{f} \left( \frac{p(x,z)}{q(z)} \right) \right] = \mathcal{Z} \tilde{f}. \tag{19}$$

In contrast to the $f$-divergence, the function $\tilde{f}$ has to be concave with $\tilde{f}(x) \leq 0$. The choice of $\tilde{f}$ allows us to construct variational bounds with different properties. For example, when $\tilde{f}$ is the identity function, the bound is tight and we recover the true marginal likelihood. When $\tilde{f}(x) \propto x^{(1-\alpha)}$, the bound is equivalent to the $\alpha$-divergence up to a constant. For $V \equiv \log p(x,z) - \log q(z)$, the authors propose the following function:

$$\tilde{f}(V) = e^{-V} \left( 1 + (V_0 - V) + \frac{1}{2} (V_0 - V)^2 + \frac{1}{6} (V_0 - V)^3 \right).$$

Above, $V_0$ is a free parameter that can be optimized, and which absorbs the bound’s dependence on the marginal likelihood. The authors show that the terms up to linear order in $V$ correspond to the KL divergence, whereas higher order polynomials are correction terms which make the bound tighter. This connects to earlier work on TAP equations [133], [169] (see Section 5.1), which generally did not result in a bound.

**Stein Discrepancy and VI:** Stein’s method [161] was first proposed as an error bound to measure how well an approximate distribution fits a distribution of interest. [52], [96], [97], [98] introduce the Stein discrepancy to modern VI. Here, we introduce the Stein discrepancy and two VI methods that use it: Stein Variational Gradient Descent (SVGD) [97] and operator VI [136]. These two methods share the same objective but are optimized in different manners.

A large class of divergences can be represented in the form of the Stein discrepancy [106], including the general $f$-divergence. In particular, [97], [136] used the Stein discrepancy as a divergence measure:

$$D_{\text{stein}}(p,q) = \sup_{f \in \mathcal{F}} \mathbb{E}_{q(z)} \left[ f(z) \right] - \mathbb{E}_{p(z|x)} \left[ f(z) \right]^2. \tag{20}$$

$\mathcal{F}$ indicates a set of smooth, real-valued functions. When $q(z)$ and $p(z|x)$ are identical, the divergence is zero. More generally, the more similar $p$ and $q$ are, the smaller is the discrepancy.

The second term in Eq. 20 involves an expectation under the intractable posterior. Therefore, the Stein discrepancy can only be used in VI for classes of functions $\mathcal{F}$ for which the second term is equal to zero. We can find a suitable class with this property as follows. We define $f$ by applying a differential operator $\mathcal{A}$ on another function $\phi$, where $\phi$ is only restricted to be smooth:

$$f(z) = \mathcal{A}_\phi(z).$$

The operator $\mathcal{A}$ is constructed in such a way that the second expectation in Eq. 20 is zero for arbitrary $\phi$; all operators with this property are valid operators [136]. A popular operator that fulfills this requirement is the Stein operator:

$$\mathcal{A}_\phi(z) = \phi(z) \nabla_z \log p(z|x) + \nabla_x \phi(z).$$

Both operator VI [136] and SVGD [97] use the Stein discrepancy with the Stein operator to construct the variational objective. The main difference between these two methods lies in the optimization of the variational objective using the Stein discrepancy. Operator VI [136] uses a minimax (GAN-style) formulation and BBVI to optimize the variational objective directly; while Stein Variational Gradient Descent (SVGD) [97] uses a kernelized Stein discrepancy. With a particular choice of this kernel and $q$, it can be shown that SVGD determines the optimal perturbation in the direction of the steepest gradient of the KL divergence [97]. SVGD leads to a scheme where samples in the latent space are sequentially transformed to approximate the posterior. As such, the method is reminiscent of, though formally distinct from, a normalizing flow approach [140].

### 5.3 Structured Variational Inference

MFVI assumes a fully-factorized variational distribution; as such, it is unable to capture posterior correlations. Fully factorized variational models have limited accuracy, especially when the latent variables are highly dependent such as in models with hierarchical structure. This section examines variational distributions which are not fully factorized, but contain dependencies between the latent variables. These structured variational distributions are more expressive, but often come at higher computational costs.

The choice of which dependencies between latent variables in the variational distribution to maintain may lead to different degrees of performance improvement. To achieve the best performance, a customized choice of structure given a model is needed. For example, structured variational inference with LDA [58] shows
that maintaining global structure is vital, while structured variational inference with a Beta Bernoulli Process [156] shows that maintaining local structure is more important for good performance.

In the following, we detail recent advances in structured inference for hierarchical models and mixed membership models and discuss VI for time series. Certain other structured approximations emerge in the context of inference networks and are covered in Section 6.3.

Hierarchical VI: Maintaining a rich structure of dependencies between latent variables in the variational distribution drastically enhances the expressiveness of the variational approximation for many models. [137] proposes hierarchical variational models (HVM): a general framework that can be applied to different VI models such as inference networks, see Section 6. HVM suggests a general way to include correlations into the variational distribution. To this end, one treats the original mean field parameters as latent variables, places a prior \( q(\lambda; \theta) \) over them, and marginalizes them out:

\[
q(z; \theta) = \int \left( \prod_i q(z_i; \lambda_i) \right) q(\lambda; \theta) d\lambda. \tag{21}
\]

The term \( q(z; \theta) \) thus captures dependencies through the marginalization procedure. The resulting ELBO can be made tractable by further lower-bounding the resulting entropy and sampling from the hierarchical model. Notably, this approach is used in the development of the variational Gaussian Process (VGP) [179], a particular HVM. The VGP applies a Gaussian Process to generate variational estimates, thus forming a Bayesian non-parametric prior. Since GPs can model a rich class of functions, the VGP is able to confidently approximate diverse posterior distributions [179].

Boosting-inspired VI: To model dependencies, mixture models can be employed as variational distributions. Mixed membership models or mixture models are a special type of hierarchical model, and have been used in VI since the 1990s [45], [66], [71]. Mixture models can be fit using the aforementioned auxiliary bounds [137], or using boosting-inspired methods, explained as follows.

Boosting VI and variational boosting [51], [110] have been proposed independently. These algorithms refine the approximate posterior iteratively by adding one component at a time. Here we detail the ideas presented in [110]. Assume that the variational distribution is a mixture model with \( C \) components \( q_c(z; \lambda_c) \) and corresponding component weights \( \rho_c \), where \( \sum_{c=1}^{C} \rho_c = 1 \). Initially, one mixture component with \( \rho_c = 1 \) is fit to the posterior, resulting in a variational parameter \( \lambda_1 \). The second component is added with an initial weight \( \rho_2 \) to learn the variational parameter \( \lambda_2 \) and to estimate the weights \( \rho_1 \) and \( \rho_2 \) with weighted expectation maximization (EM). To guarantee that the weights sum up to 1, when adding a component \( c \) with weight \( \rho_c \), the weights of the previously learned components are multiplied by \( (1 - \rho_c) \). The procedure constructs a multi-modal approximate posterior.

VI for Time Series: One of the most important model classes for structured variational approximations are time series models. Significant examples include Hidden Markov Models (HMM) [38] and Dynamic Topic Models (DTM) [16]. These models have strong dependencies between time steps, leading traditional fully factorized MFVI to produce unsatisfying results. When using VI for time series, one typically employs a structured variational distribution that explicitly captures dependencies between time points, while remaining fully-factorized in the remaining variables [11], [16], [39], [68]. This commonly requires model specific approximations. [39], [68] derive SVI for popular time series models including HMMs, hidden semi-Markov models (HSSM), and hierarchical Dirichlet process-HMMs. Moreover, [68] derived an accelerated SVI for HSMMs. [10], [11] derive a structured BBVI algorithm for non-conjugate latent diffusion models.

5.4 Other Non-Standard VI Methods

In this section, we cover a number of miscellaneous approaches which fall under the broad umbrella of improving VI accuracy but would not be categorized as alternative divergence measures or structured models.

VI by Stochastic Gradient Descent: Stochastic gradient descent on the negative log posterior of a probabilistic model can, under certain circumstances, be seen as an implicit VI algorithm. Here we consider SGD with constant learning rates (constant SGD) [101], [102], and early stopping [37].

Constant SGD can be viewed as a Markov chain that converges to a stationary distribution; as such, it resembles Langevin dynamics [188]. The variance of the stationary distribution is controlled by the learning rate. [101] shows that the learning rate can be tuned to minimize the KL divergence between the resulting stationary distribution and the Bayesian posterior. Additionally, [101] derived formulas for this optimal learning rate which resemble AdaGrad [36] and its relatives. A generalization of SGD that includes momentum and iterative averaging is presented in [102]. In contrast, [37] interprets SGD as a non-parametric VI scheme. The paper proposes a way to track entropy changes in the implicit variational objective based on estimates of the Hessian. As such, the authors consider sampling from distributions that are not stationary.
Robustness to Outliers and Local Optima: VI can benefit from advanced optimization methods, which aim to robustly escape to local optima. Variational tempering [103] adapts an efficient annealing approach [121], [145] to VI. It anneals the likelihood term with an adaptive tempering rate which can be applied either globally or locally to individual data points. Data points with associated small likelihoods under the model (such as outliers) are automatically assigned a high temperature. This reduces their influence on the global variational parameters, making the inference algorithm more robust to local optima. The same method can also be interpreted as data re-weighting [187], the weight being the inverse temperature. In this context, lower weights are assigned to outliers. Other stabilization techniques of note include the trust-region method [168], which uses the KL divergence to regulate the change between updating steps, and population VI [85], which uses bootstrapped populations to increase predictive performance.

6 Amortized Variational Inference and Deep Learning

Finally, we review amortized variational inference. Traditional VI with local latent variables makes it necessary to optimize a separate variational parameter for each data point; this is computationally expensive. Amortized VI circumvents this problem by learning a deterministic function from the data to distributions over latent random variables. This replaces the local latent variables by the globally shared parameters of the function. In this section, we detail the main ideas behind this approach in Section 6.1 and how it is applied in form of variational autoencoders in Sections 6.2 and 6.3.

6.1 Amortized Variational Inference

The term amortized inference refers to utilizing inferences from past computations to support future computations [44]. For VI, amortized inference usually refers to inference over local variables. Instead of approximating separate variables for each data point, amortized VI assumes that these latent variables can be predicted by a parameterized function of the data. Thus, once this function is estimated, the latent variables can be acquired by passing new data points through the function. Deep neural networks used in this context are also called inference networks. Amortised VI with inference networks thus combines probabilistic modeling with the representational power of deep learning.

As an example, amortized inference has been applied to Deep Gaussian Processes (DGPs) [30]. Inference in these models is intractable, which is why the authors apply MFVI with inducing points (see Section 3.3) [30]. Instead of estimating these latent variables separately, however, [29] proposes to estimate these latent variables as functions of inference networks, allowing DGPs to scale to bigger datasets and speeding up convergence.

6.2 Variational Autoencoders

Amortised VI has become a popular tool for inference in deep latent Gaussian models (DLGM). This leads to the concept of variational autoencoders (VAEs), which have been proposed independently by two groups [78], [141], and which are discussed in detail below. VAEs apply more generally than to DLGMs, but for simplicity we will focus this discussion on this popular class of models.

The Generative Model: In this paragraph we introduce the class of deep latent Gaussian models. The corresponding graphical model is depicted in Figure 2. The model employs a multivariate normal prior from which we draw a latent variable \( z \):

\[
p(z) = \mathcal{N}(0, I).
\]

More generally, this could be a complex prior \( p_\theta(z) \) that depends on additional parameters \( \theta \). The likelihood of the model is:

\[
p_\theta(x|z) = \prod_{i=1}^N \mathcal{N}(x_i; \mu(z_i), \sigma(z_i)I).
\]

Most importantly, the likelihood depends on \( z \) through two non-linear functions \( \mu(\cdot) \) and \( \sigma(\cdot) \). These are typically neural networks, which take the latent variable as an input and transform it in a non-linear way. The data are then drawn from a normal distribution centered around the transformed latent variables \( \mu(z_i) \). This provides a highly flexible density estimator. The parameter \( \theta \) entails the parameters of the networks \( \mu(\cdot) \) and \( \sigma(\cdot) \). There exist many modified versions of this model specific to other types of data. For example, for binary data, the Gaussian likelihood can be replaced by a Bernoulli likelihood. Next, we review how amortized inference is applied to this model class.
Variational Autoencoders: Most commonly, VAEs refer to deep latent variable models which are trained using inference networks.

VAEs employ two deep sets of neural networks: a top-down generative model as described above, mapping from the latent variables \( z \) to the data \( x \), and a bottom-up inference model which approximates the posterior of the \( p(z|x) \). Commonly, these are referred to as the generative network and the recognition network.

In order to approximate the posterior, VAEs employ an amortized variational distribution as follows:

\[
q_\phi(z|x) = \prod_{i=1}^{N} q_\phi(z_i|x_i).
\]

As usual in amortized inference, this distribution does not depend on local variational parameters, but is instead conditioned on the data \( x_i \) and is parametrized by global parameters \( \phi \). This amortized variational distribution is typically chosen as:

\[
q_\phi(z_i|x_i) = \mathcal{N}(z_i|\mu(x_i), \sigma^2(x_i)I). \tag{22}
\]

Similar to the generative model, the variational distribution employs non-linear mappings \( \mu(x_i) \) and \( \sigma(x_i) \) of the data in order to predict the posterior distribution of \( x_i \). The parameter \( \phi \) summarizes the corresponding neural network parameters.

The main contribution of [78], [141] was to derive a scalable and efficient training scheme for deep latent variable models. During optimization, both the inference network and the generative network are trained jointly to optimize the ELBO. The key to training these models is the reparameterization trick (see Section 4.3).

Stochastic gradients for the model's ELBO can be obtained as follows. One draws \( L \) local variable samples \( \epsilon_{ij} \sim p(\epsilon) \) with \( l = 1 : L \), to build the ELBO's Monte-Carlo approximation:

\[
\hat{L}(\theta, \phi, x) = -D_{KL}(q_\phi(z|x)||p_\theta(z)) + \frac{1}{L} \sum_{l=1}^{L} \log p_\theta(x_l|g(\epsilon_{ij}, \mu(x_l), \sigma^2(x_l))). \tag{23}
\]

One uses the reparameterization trick, Eq. 23 to obtain stochastic gradients with respect to \( \theta \) and \( \phi \).

The reparameterization trick also implies that the gradient variance is bounded by a constant [141]. The drawback of this approach however is that we require the posterior to be reparameterizable.

A Probabilistic Encoder-decoder Perspective: The term variational autoencoder arises from the fact that the joint training of the generative and recognition network resembles the structure of autoencoders, a class of unsupervised, deterministic models. Autoencoders are deep neural networks that are optimized to reconstruct their input \( x \) as closely as possible. Importantly, autoencoders have a hourglass structure which forces the information of the input to be compressed and filtered through a small number of units in the inner layers. These layers are thought to learn a low-dimensional manifold of the data.

In comparison, VAEs assume the low-dimensional representation of the data, the hidden variables \( z \), to be random variables and assign prior distributions to them. Thus, instead of a deterministic autoencoder, VAEs learn a probabilistic encoder and decoder which map between the data density and the latent variables.

A technical difference between variational and deterministic autoencoders is whether or not we inject noise into the stochastic layer during training. This can be thought of as a kind of regularization that avoids over-fitting.

6.3 Advancements in VAEs

Since the proposal of VAEs, an ever-growing number of extensions have been proposed.

While exhaustive coverage of the topic would require a review article in its own right, we summarize a few important extensions, including more expressive models and improved posterior inference. We also address specific problems of VAEs, such as the dying units problem.

More Expressive Likelihoods: One drawback of the standard VAE is the assumption that the likelihood factorizes over dimensions. This can be a poor approximation for images. In order to achieve a more expressive decoder, the Deep Recurrent Attentional Writer [49] relies on a recurrent structure that gradually constructs the observations while automatically focusing on regions of interest. In comparison, PixelVAE [50] tackles this problem by modeling dependencies between pixels within an image, using \( p_\theta(x_l|z_i) = \prod_j p_\theta(x^j_l|x^j_{l-1},...,x^j_1, z_i) \) where \( x^j_l \) denotes the \( j \)th dimension of observation \( i \). The dimensions are generated in a sequential fashion, which accounts for local dependencies.

More Expressive Posteriors: Just as in other models, the mean field approach to VAEs suffers from a lack of expressiveness to model a complex posterior. This can be overcome by loosening the standard modeling assumptions of the inference network, such as the mean field assumption.

In order to tighten the variational bound, importance weighted variational autoencoders (IWAE) have been proposed [21]. IWAEs require \( L \) samples from the approximate posterior which are weighted by the ratio:

\[
\hat{w}_l = \frac{w_l}{\sum_{i=1}^{L} w_i}, \quad \text{where} \quad w_l = \frac{p_\theta(x_l, z_{l(\ell)})}{q_\phi(z_{l(\ell)}|x_l)}. \tag{24}
\]

A reinterpretation of IWAEs suggests that they are identical to VAEs but sample from a more expressive,
implicit distribution which converges to the true posterior as \(L \to \infty\) [26].

The expressiveness of the posterior is also addressed in a series of papers on normalizing flows [25], [34], [35], [140] and [76]. The main idea behind normalizing flows is to transform a simple (e.g. mean field) approximate posterior \(q(z)\) into a more expressive one by a series of successive invertible transformations. To this end, we first draw a random variable \(z \sim q(z)\), and transform it using an invertible, smooth function \(f\).

Let \(z' = f(z)\). Then the new distribution \(q'(z')\) is

\[
q'(z') = q(z) \frac{\partial f^{-1}}{\partial z'} \bigg|_{z'} = q(z) \frac{\partial f}{\partial z} \bigg|^{-1}.
\]

It is important that we can compute the determinant since the variational approach requires us to also estimate the entropy of the transformed distribution. By choosing the function \(f\) such that \(\frac{\partial f}{\partial z}\) is easily computable, this normalizing flow constitutes an efficient method to generate multimodal distributions from a simple distribution. To this end, linear time-transformations, Langevin and Hamilton flow [140], as well as inverse autoregressive flow [76] and autoregressive flow [25] have been proposed.

**The Dying Units Problem:** While advances in posterior modeling are promising, VAEs can suffer from the optimization challenges that these models impose. The expressiveness of the decoder can, in some cases, be so strong, that the optimization ignores the latent code in the \(z\) variables. On one hand, this might be partly caused by the fact that the approximating posterior does not carry relevant information in the early stages of the optimization [18]. On the other hand, the decoder might be strong enough to model \(p_\theta(x|z)\) independent of \(z\) in which case the true posterior is the prior [25]. In these cases, the posterior is set to match the prior in order to satisfy the KL divergence in Eq. 23. Lossy variational autoencoders [25] circumvent this problem by conditioning the decoding distribution for each output dimension on partial input information. This forces the distribution to encode global information in the latent variables. A different approach is to apply an annealing scheme and slowly increase the influence of the prior, i.e. the KL divergence term, during training [159]. Furthermore, the generative distribution can be corrected by recursively adjusting it with a data dependent approximate likelihood term [158].

**Inference Networks and Graphical Models:** Instead of only relying on a neural network structure, [69] proposes a method to utilize a structured prior for VAEs. In this way, one combines the advantages of traditional graphical models and inference networks. These hybrid models overcome the intractability of non-conjugate likelihood distributions by learning variational parameters of conjugate distributions with a recognition model. This allows one to approximate the posterior conditioned on the observations while maintaining conjugacy. As the encoder outputs an estimate of natural parameters, message passing, which relies on conjugacy, is applied to carry out the remaining inference.

**Implicit Distributions:** Traditional VI, including VAEs, relies on parametric models. This facilitates derivations and computations, but also limits our ability to model complex data. One way to enhance expressiveness is to employ implicit distributions. These are distributions generated by a deterministic or stochastic transformation of another, possibly simpler distribution. Implicit distributions do not have a parametric likelihood function (preventing us from having access to their entropy), but we can still sample from them, which is often enough to estimate the desired gradients. One popular example is to use Generative Adversarial Networks (GAN) [48] which learn implicit distributions to represent unknown densities.

Several authors have proposed implicit distributions for amortized inference [64], [73], [93], [105], [115]. When employing an implicit distribution as a variational distribution in VAEs, the standard training procedure does not apply because the entropy is intractable. Instead, a GAN-style discriminator can be trained to distinguish between the target distribution and the variational distribution [105]. As part of VI, we aim to approximate an expectation of the log density ratio \(\log p(z) - \log q_\phi(z|x)\) under \(q\). Employ a GAN-style discriminator \(T\) that discriminates the prior from the variational distribution, \(T(x, z) = \log q_\phi(z|x) - \log p(z)\) [105].

**7 DISCUSSION**

We have summarized recent advancements in variational inference. Here we outline some selected active research directions and open questions, including, but not limited to: theory of VI, VI and policy gradients, VI for deep learning (DL), and automatic VI.

**Theory of VI:** Despite progress in modeling and inference, few authors address theoretical aspects of VI. One important direction is quantifying the approximation errors involved when replacing a true posterior with a simplified variational distribution [118]. A related problem is the predictive error, e.g., when approximating the marginalization involved in a Bayesian predictive distribution using VI.

We also conjecture that VI theory could profit from a deeper connection with information theory. This was already exemplified in [165], [166]. Information theory also inspires the development of new models
and inference schemes [2], [12], [172]. For example, the information bottleneck [172] has recently led to the deep variational information bottleneck [2]. We expect more interesting results to come from fusing these two lines of research.

VI and Deep Learning: Despite its recent successes in various areas, deep learning still suffers from a lack of principled uncertainty estimation, a lack in interpretability of its feature representations, and difficulties in including prior knowledge. Bayesian approaches, such as Bayesian neural networks [122] and variational autoencoders (as reviewed in Section 6), are improving all these aspects. Recent work aims at using interpretable probabilistic models as priors for VAEs [32], [69], [84], [149]. In such models, VI is an essential component. Making VI computationally efficient and easy to implement in Bayesian deep architectures is becoming an important research direction [42].

VI and Policy Gradients: Policy gradient estimation is important for reinforcement learning (RL) [163] and stochastic control. The technical challenges in these applications are similar to VI [91], [98], [154], [186] (See Appendix A.8). As an example, SVGD has been applied in the RL setting as the Stein policy gradient [98]. The application of VI in reinforcement learning is currently an active area of research.

Automatic VI: Probabilistic programming allows practitioners to quickly implement and revise models without having to worry about inference. The user is only required to specify the model, and the inference engine will automatically perform the inference. Popular probabilistic programming tools include but are not limited to: Stan [24], which covers a large range of advanced VI and MCMC methods, Infer.Net [112], which is based on variational message passing and EP, Automatic Statistician [46] and Anglican [177], which mainly rely on sampling methods, and Edward [178], which supports BBVI as well as Monte Carlo sampling. The longstanding goal of these tools is to change the research methodology in probabilistic modeling, allowing users to quickly revise and improve models and to make them accessible to a broader audience.

Despite current efforts to make VI more accessible to practitioners, its usage is still not straightforward for non-experts. For example, manually identifying posterior symmetries and breaking these symmetries is necessary to work with Infer.Net. Furthermore, variance reduction methods such as control variates can drastically accelerate convergence, but a model specific design of control variates is needed to obtain the best performance. At the time of writing, these problems are not yet addressed in current probabilistic programming toolboxes. We believe these and other directions are important to advance the impact of probabilistic modeling in science and technology.

8 Conclusions

In this paper, we review the major advances in variational inference in recent years from four perspectives: scalability, generality, accuracy, and amortized inference. The advancement of variational inference theory and the adoption of approximate inference in new machine learning models are developing rapidly. Although this field has grown in recent years, it remains an open question how to make VI more efficient, more accurate, and easier to use for non-experts. Further development, as discussed in the previous section, is needed.
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APPENDIX A

A.1 ELBO and KL

We show that the difference between the marginal likelihood $\log p(x)$ and the ELBO $\mathcal{L}$ is the KL divergence between the variational distribution $q(z; \lambda)$ and the target distribution $p(x, z)$:

$$\log p(x) - \mathcal{L} = \log p(x) - \mathbb{E}_{q(z; \lambda)} \left[ \log \frac{p(x, z)}{q(z; \lambda)} \right]$$

$$= \mathbb{E}_{q(z; \lambda)} \left[ \log p(x) - \log \frac{p(x, z)}{q(z; \lambda)} \right]$$

$$= - \mathbb{E}_{q(z)} \left[ \log \frac{p(z|x)}{q(z)} \right] = D_{\text{KL}}(q||p).$$

With this equivalence, the ELBO $\mathcal{L}$ can be derived using either Jensen’s inequality as in Eq. 3, or using the KL divergence as $\mathcal{L} = \log p(x) - D_{\text{KL}}(q||p)$.

A.2 Conjugate Exponential family

Many probabilistic models involve exponential family distributions. A random variable $x$ is distributed according to a member of the exponential family if its density takes the form

$$p(x|\theta) = h(x)\exp(\eta(\theta)t(x) - a(\eta(\theta))),$$

where $\theta$ is a vector of parameters, $\eta(\cdot)$ is the natural parameter, and $t(\cdot)$ are the sufficient statistics. Furthermore, $h(\cdot)$ is the base measure and $a(\cdot)$ is the log-normalizer. Many distributions fall into this class.

In the context of Bayesian statistics, certain exponential family distributions are conjugate pairs. A likelihood and prior distribution are a conjugate pair if the corresponding posterior distribution is in the same family as the prior. Examples for conjugate pairs include a Gaussian distribution with a Gaussian prior, a Poisson distribution with a gamma prior, or a multinomial distribution with a Dirichlet prior.

A.3 Variational Message Passing

Winn et al. formulate MFVI in a message passing manner [190]. MFVI provides a method to update the latent variables of the variational distribution sequentially, as shown in Equation 8. In a Bayesian network, the update for each node only requires information from the nodes in its Markov blanket, which includes this node’s parents, children, and co-parents of its children.

$$q^*(z_j) \propto \exp(\mathbb{E}_{q(z_{-j})} [\log p(z_j|pa_j)]) + \sum_{c_k \in c_hj} \mathbb{E}_{q(z_{-j})} [\log p(c_k|pa_k)],$$

where $pa_j$ indicates the set of parent nodes of $z_j$, $ch_j$ includes the set of the child nodes of $z_j$, and $c_k$ indicates the $k$th child node. $pa_k$ indicates the set of parent nodes of $c_k$. Hence, the update of one latent variable only depends on its parents, children, and its children’s co-parents.

If we further assume that the model is conjugate-exponential, see Section A.2, a latent variable can be updated by receiving all messages from its parents and children. Here, each child node has already received messages from its co-parents. Thus, to update each node, only nodes in this node’s Markov blanket are involved. Finally, $z_j$ is updated with the following three steps: a) receive messages from all parents and children $m_{pa_j\rightarrow z_j} = \{t_{pa_j}\}$, $m_{ch_j\rightarrow z_j} = \{t_{ch_j}\};$ b) update $z_j$’s natural parameter $\eta_j$; c) update the expectation of $z_j$’s sufficient statistic $\langle t(z_j) \rangle$.

Variational message passing provides a general message passing formulation for the MFVI. It enjoys all the properties of MFVI, but can be used in large scale Bayesian networks and can be automated easily. Together with EP, it forms the basis for the popular probabilistic programming tool Infer.Net [112].

A.4 Natural Gradients and SVI

Following [59], we show that using natural gradients instead of standard gradients in SVI simplifies the variational updates. We use the model example as shown in Figure 1 and assume that the true posterior of the global variable is in the exponential family:

$$p(\theta|x, \xi, \alpha) = h(\theta)\exp \left( \eta(x, \xi, \alpha)^T\theta - a(\eta(x, \xi, \alpha)^T\theta) \right).$$

We also assume that the variational distribution is in the same family:

$$q(\gamma|\gamma) = h(\theta)\exp \left( \gamma^T\theta - a(\gamma) \right).$$

Recall that $\gamma$ is the variational parameter estimating the global variable $\theta$. The subscript $g$ in $\eta_g$ and $a_g$ denotes that these are the natural parameter and log-normalizer of the global variable. The natural gradient of a function $f(\gamma)$ is given by $\hat{\gamma} = G(\gamma)^{-1}\nabla_{\gamma}f(\gamma)$, where $G(\gamma)$ is the Fisher information matrix. [59] showed that the ELBO has a closed-form solution in terms of its variational parameters $\gamma$:

$$\mathcal{L}(\gamma) = \mathbb{E}_q [\eta_g(x, z, \alpha)] \nabla_\gamma a_g(\gamma) - \gamma^T \nabla_\gamma a_g(\gamma) + a_g(\gamma) + c.$$

The constant $c$ contains all those terms that are independent of $\gamma$. The gradient of Equation 28 is given by

$$\nabla_\gamma \mathcal{L}(\gamma) = \nabla_\gamma^2 a_g(\gamma)(\mathbb{E}_q [\eta_g(x, z, \alpha)] - \gamma).$$

Importantly, when $q(\gamma) \gamma$ is in the exponential family, then it holds that $G(\gamma) = \nabla_\gamma^2 a_g(\gamma)$. Thus, the natural gradient simplifies to

$$\hat{\gamma} = \mathbb{E}_q [\eta_g(x, z, \alpha)] - \gamma.$$
Hence, the natural gradient has a simpler form than the regular gradient.

Following the natural gradient has the advantage that we do not optimize in the Euclidean space, which is often not able to represent distances between distributions, but in Riemann space, where distance is defined by the KL divergence, i.e. distance between distributions. More information about the advantages of using natural gradients can be found in [5].

### A.5 Determinantal Point Processes

Point processes model the probability of a subset of points being sampled from a set of $P$ points $\{1, 2, ..., P\}$. Let $L$ be a similarity matrix in which each entry $L_{ij}$, describes the pair-wise similarity between two points $i$ and $j$. The Determinantal Point Processes (DPP) states that the probability to sample a subset of points $Y$ is proportional to the determinant of the sub-matrix $L_Y = [L_{ij}]_{i,j \in Y}$

$$\mathcal{P}(Y) = \frac{\det(L_Y)}{\det(L+I)} \propto \det(L_Y).$$

(29)

This results in a ‘repulsive’ effect, where similar points are less likely to be sampled together. More information about DPPs in machine learning can be found in [86].

### A.6 Rao-Blackwell Theorem

Rao-Blackwellization is used in multiple VI methods for variance reduction such as in BBVI [135]. In general, the Rao-Blackwell Therorem [60] states the following: Let $\hat{\theta}$ be an estimator of parameter $\theta$ with $\mathbb{E}(\hat{\theta}^2) < \infty$ for all $\theta$. Suppose that $t$ is a sufficient statistic for $\theta$, and let $\theta^* = \mathbb{E}(\hat{\theta}|t)$. Then for all $\theta$,

$$E(\theta^* - \theta)^2 \leq E(\hat{\theta} - \theta)^2.$$

The inequality is strict unless $\hat{\theta}$ is a function of $t$. This implies that the conditional estimator $\theta^* = \mathbb{E}(\hat{\theta}|t)$, conditioned on the sufficient statistics, is a better estimator than any other estimator $\hat{\theta}$.

### A.7 Physics Notations

In order to facilitate the comprehension of the older literature on VI, we introduce some notation commonly used by the physics community [126]. Distributions are commonly denoted by capital letters $P$ and $Q$. We can write the KL divergence as:

$$KL(Q||P) = \log Z + \mathbb{E}_Q[\log P] - H(Q),$$

which corresponds to Equation 26. Here, $H$ denotes the entropy of a distribution. In the physics community, $-\log Z$ is called free energy, $Z$ is the commonly the marginal likelihood in machine learning, and often called the partition function in physics. $\mathbb{E}_Q[\log P]$ is called the variational energy and $F(Q) = \mathbb{E}[\log P] - H(Q)$ is the variational free energy which correspond to the negative ELBO, $F[Q] = -\mathcal{L}$.

### A.8 Policy Gradient Estimation as VI

Reinforcement learning (RL) with policy gradients can be formulated as a VI problem [98]. In RL, the objective is to maximize the expected return

$$J(\theta) = J(\pi(a|s; \theta)) = \mathbb{E}_s, a \left[ \sum_{t=0}^{\infty} \gamma^t r(s_t, a_t) \right],$$

(30)

where $\pi(a|s; \theta)$ indicates the policy parameterized by $\theta$, $r$ is a scalar reward for being in state $s_t$ and performing action $a_t$ at time $t$, and $\gamma$ is the discount factor. The policy optimization can be formulated as a VI problem by using $q(\theta)$ $-$ a variational distribution on $\theta$ $-$ to maximize $\mathbb{E}_{q(\theta)}[J(\theta)]$. Using a max-entropy regularization, the optimization objective is

$$\mathcal{L} = \mathbb{E}_q(\theta)[J(\theta)] + \alpha H(q(\theta)).$$

(31)

This objective is the identical to the ELBO for VI.