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LDA in plate notation 
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Generative model 

• For all documents 

– Generate θ ~ Dirichlet(α) 

– Generate all K ψ ~ Dirichlet(β) 

• For all words in each document 

– Generate t ~ Multinomial(θ) 

– Generate w ~ Multinomial(ψt) 



LDA math – the Dirichlet distribution
  

• A k-dimensional Dirichlet random variable θ can take values in the (k-1)-simplex, and has the 
following probability density on this simplex: 

 
 
 
 

 
• Easier to understand 

– Prior Dir(α1, α2) 
– Likelihood Multi(θ1 , θ2) 
– Outcome  {n1, n2} 
– Posterior Dir(α1+ n1, α2 + n2) 

• Ignoring the normalization constant, what is the Dirichlet probability of a 
multinomial sample [0.1, 0.5, 0.4] with parameter 10 
– (0.1)9 (0.5)9 (0.4)9  = 5e-16 

• What would it be for parameter 0.2? 
– 22 
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Dirichlet update – dice roll 



LDA math – the multinomial 
distribution 

• For n independent trials that could yield exactly one of k possible results, 
the multinomial distribution gives the probability of seeing any particular 
combination of outcomes 
 
 
 

• Parameterized by γ and n 
• Easier to understand 

– Tracks word frequencies  
– Given a vocabulary of 3 words A,B,C with normalized empirical frequencies [0.3, 

0.4, 0.3] in a corpus and a document AABB 

– 𝑝 𝑑𝑜𝑐𝑢𝑚𝑒𝑛𝑡 =  
4!

2!2!0!
 0.3 2(0.4)2= 0.0864 

– Given normalized empirical frequencies [0.1,0.1,0.8], what would the probability of 
the same document be? 

– Given normalized empirical frequencies [0.3, 0.4, 0.3]  and a document A, what 
would its probability be? 

𝑝 𝒙, 𝜸 =  
𝑛!

𝑥1! 𝑥2! … 𝑥𝑘!
𝛾1
𝑥1𝛾2

𝑥2 …𝛾𝑘
𝑥𝑘  
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Multinomial 

p(w|t) is high when many words in a document show up as high frequency 
terms in the corresponding topic word distribution 
 ψ is distribution of words in a topic 

p(t|θ) is high when many words in a topic show up as high frequency terms in 
the document topic distribution 
 θ is distribution of topics in a document 
  



Compare with Gaussian mixture model 

• p(K|φ) is high when the φ value is high for the 
Kth label 

• p(x|K) is high when x is statistically likely to be 
drawn from the Gaussian with the Kth 
summary statistics 



LDA inference 

• Latent variable inference 

 

• From the graphical model 

 

• What are these terms? 

1. 𝑝 𝒘 𝒕, 𝜓 =   𝜓𝑡𝑛,𝑤𝑛
|𝑑|
𝑛=1  

2. 𝑝 𝒕 𝜃 =  𝜃𝑡𝑛
|𝑑|
𝑛=1  

3. 𝑝 𝜃 𝛼) = 𝐶(𝛼)  𝜃𝑖
𝛼𝑖−1𝐾

𝑖=1  

 

𝑝 𝜃, 𝒕 𝒘, 𝛼, 𝜓 =  
𝑝(𝜃, 𝒛, 𝒘|𝛼, 𝜓)

𝑝(𝒘|𝛼, 𝜓)
 

𝑝 𝜃, 𝒛, 𝒘 𝛼, 𝜓 = 𝑝 𝒘 𝒕,𝜓 𝑝 𝒕 𝜃 𝑝 𝜃 𝛼   



LDA intuition 

• Given the optimal denominator, the correct partitioning of 
the data into topics is determined by the numerator 

• What does the numerator say about what constitutes a 
good topic partitioning? 
1. 𝑝 𝒘 𝒕, 𝜓  will have high values iff 𝜓 is sparse 
2. 𝑝 𝒕 𝜃  will have high values iff 𝜃 is concentrated 
3. 𝑝 𝜃 𝛼) will have high values if 𝛼 is small 

• Implications 
1. Better to have non-overlapping topics 
2. Better to have fewer topics per document 
3. Better to be biased towards few topics in general 

• Net upshot: make clusters with co-occurring terms 
 



LDA inference 

• From these building blocks we get the full 
numerator 

• Denominator obtained by marginalizing over 
the latent variables 
– Involves an intractable integral 

– Have to use approximate inference methods 
• Variational EM 

• Gibbs sampling 

• MLE inference is standard 
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Model selection 



Document modeling 

• Unlabeled data – our goal is density estimation. 

• Compute the perplexity  of a held-out test to 
evaluate the models – lower perplexity score 
indicates better generalization. 
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Document Modeling – cont. 
data used 

• C. Elegans Community abstracts 
– 5,225 abstracts 

– 28,414 unique terms 

• TREC AP corpus (subset) 
– 16,333 newswire articles 

– 23,075 unique terms 

• Held-out data – 10% 

• Removed terms – 50 stop words, words appearing 
once (AP) 



nematode 



AP 



What can you get from it? 



Topic membership 



Document similarity 



Thomas L. Griffiths, and Mark 

Steyvers PNAS 2004;101:5228-5235 

©2004 by National Academy of Sciences 

Topic similarity 



Document tagging, relevance scoring 



Extension: correlated topic models 

w 

N 

|d| 

t θ 

ψ 

K 

Σ 

β 

μ 

𝒙 ~ 𝑁 𝜇, Σ  

𝜃 ∝ exp (𝑥𝑖)  

Logit plot 



Topic hierarchies 



Extension: dynamic topic modeling 



Time-drifting topic distributions 



Temporal changes 



Trends 



Other uses 


