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Probabilistic Models for Supervised Learning 2 

Probabilistic Linear Regression Probabilistic Classification 
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 Recall that linear/ridge regression gave a single “optimal” weight vector 

With a probabilistic model for linear regression, we have two options 
 Use MLE/MAP to get a single “optimal” weight vector 

 Use fully Bayesian inference to learn a distribution over weight vectors (figure below) 
 

            
 

 

 

 

 

 
 

One training ex Two training ex A few more training ex Rather than returning just a single “best” 
solution (a line in this example), the fully 
Bayesian approach would give us several 
“probable” lines (consistent with training 
data) by learning the full posterior 
distribution over the model parameters 
(each of which corresponds to a line) 
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Probabilistic Models for Supervised Learning 4 

Probabilistic linear regression 

Gaussian distribution 

The “sigmoid” function 

Probabilistic linear binary 
classification 

“discriminative” sup learning 

“generative” sup learning 

Called “generative” because we 
are learning the generative 
distributions for output as well as 
inputs 
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          Brief Detour  
(Gaussian Distribution) 
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Gaussian Distribution (Univariate) 6 

Gaussian PDF in terms of 
precision 
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Gaussian Distribution (Multivariate) 7 

A two-dimensional Gaussian 
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Covariance Matrix for Multivariate Gaussian 8 

Spherical Covariance Diagonal Covariance Full Covariance 
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Probabilistic Linear Regression 
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Nice tutorial 

http://gregorygundersen.com/blog/2020/02/04/bayesian-linear-regression/
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Mean Variance 

Gaussian 

Equivalently: 

Note the term in the Gaussian’s 
exponent – just like a squared error we 
saw for least squares regression  

Using a Laplace 
distribution would 
correspond to using an 
absolute loss 
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MLE for Probabilistic Linear Regression 11 
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Equivalent to saying that a priori we expect 
each element of the solution to be close to 0 
(i.e., “small”) 
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MAP Estimation for Probabilistic Linear Regression 13 

Not surprising since MAP 
estimation indeed optimizes a 
regularized loss function!  
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Fully Bayesian Inference for Prob. Linear Regression 14 

Posterior’s mean is the same as the MAP 
solution since the mean and mode of a 
Gaussian are the same 

We now have a distribution over the 
possible solutions – it has a mean but we 
can generate other plausible solutions by 
sampling from this posterior. Each sample 
will give a weight vector 
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Prob. Linear Regression: The Predictive Distribution 15 

Mean prediction 
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Fully Bayesian Linear Regression – Pictorially 16 

Pic source: https://waterprogramming.wordpress.com/ 

The posterior sort of represents an 
ensemble of solutions (not all are equally 
good but we can use all of them in an 
“importance-weighted” fashion to make 
the prediction using the posterior 
predictive distribution) 
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MLE, MAP/Fully Bayesian Lin. Reg: Summary 17 
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Evaluation Measures for Regression Models 18 

Unlike RSS and RMSE, it is always 
between 0 and 1 and hence 
interpretable 

Pic from MLAPP (Murphy) 
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