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MQuBS: A Short, Round-Optimal
Blind Signature fromMultivariateQuadratic Assumption

Anonymous Author(s)

Abstract
The blind signature, proposed by Chaum [Crypto’82], allows user

to obtain a signature on a message without revealing it to the signer.

This ensures the anonymityof theuserwhilemaintaining its security.

This cryptographic primitive is a key to privacy-preserving appli-

cations like e-voting and digital currencies. With the rise of digital

currencies and the demand for online privacy, blind signatures have

grown in importance. However, efficient blind signatures are only

known from the classical number theoretic assumptions. The advent

of quantumcomputing threatens such classical assumptions,making

post-quantum (PQ) blind signatures crucial for long-term security.

In this work, we proposeMQuBS, a new short, round-optimal PQ

blind signature scheme based on the multivariate assumptions. This

is achieved by carefully adapting Fischlin’s round-optimal blind sig-

nature framework [Crypto’07] inmultivariate settings.We showthat

it achieves the standard one-more-unforgeability in the random ora-

cle model and satisfies the blindness property. Additionally,MQuBS

has the smallest signature size among all post-quantum blind sig-

natures. For instance, at the 128-bit security level, the scheme by

Agrawal et al. [ACM CCS-22] produces a 45KB signature, and the

construction by Beullens et al. [ACMCCS-23] offers a 22KB signa-

ture. In contrast,MQuBS achieves a significantly smaller signature

size of just 5KB.

CCS Concepts
• Security and privacy→Digital signatures.

Keywords
Multivariate cryptography, Post-quantum cryptography, Blind sig-

natures, Round optimal
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1 Introduction
Blindsignatures.Blindsignature (BS) [23]enableprivacy-preserving
protocols where the signer and message owner or user are distinct
entities. A user hides themessage from the signer during the signing
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Blind Signature
Signature Verifier

(msg,sk,vk) (msg,vk)

Signature generation

Signer (sk) User (msg,vk)
st1←Blind(msg)

st1

st2←Sign(sk,st1 )

st2

𝜎←Unblind(st2,vk,st1 )

𝜎

return Verify(𝜎,msg,vk)

Figure 1: A schematic representation of different parties involved
and their interactions in a blind signature protocol.

process. The BS is widely used in digital currency and e-voting [19,

24, 58]. It requires an interactive protocol between the user and the

signer (Figure 1). In a BS protocol, a user interacts with a signer via

interactive protocol in multiple rounds to obtain the final signature.

The most efficient and round-optimal interaction is of two rounds.
Furthermore, two-round protocols are immune to attack during con-

current execution of the signing algorithm [16]. In this protocol, the

user first blinds themessage and sends it to the signer for signing, the
signer thensigns theblindedmessageandcommunicates the result to

the user. The user then unblinds the message and publishes the mes-

sage and signature pair to the verifier. Fischlin [36] first proposed a

generic framework for constructing round-optimal blind signatures.

A BS scheme needs to satisfy the two security properties, blind-
ness and one-more unforgeability. In recent years, blind signatures
have been studied extensively, leading to numerous instantiations

based on various hardness assumptions.While the theoretical sound-

ness of these schemes has been demonstrated, achieving practical

efficiency, such as reducing signature and key size, reducing com-

putation overheads, etc., remains a primary concern.

PQ blind signatures.Most of the currently existing BS schemes

rely on the hardness of classical assumptions like integer factor-

ization [28] and elliptic curve discrete logarithm problems [38, 39].

However, due to the Shor’s [57] and Proos-Zalka’s algorithm [54]

a large quantum computer can subvert these assumptions. So, we

need BS schemes based on PQ-assumptions for long-term security.

Recently, twonewround-optimalBS schemeshavebeenproposed

based on (structured) lattice-based assumptions [1, 16], relying on

the Fischlin’s framework. Although, both of these schemes suffer

from larger signature and public-key sizes.

1
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Problems in PQ cryptography (PQC). PQC has some major

challenges. Many schemes are secure but have large keys or large

signature sizes, which makes them hard to use in practice. It’s also

not fully clear how hard the math problems behind PQC are against

quantumattacks. A clever newalgorithmmight one day break one of

these problems, which could collapse an entire direction of research.

There’s also the practical challenge of adapting PQC schemes to

work well with existing systems and protocols. For example, the

Table 1 shows the signature sizes of different pre- and post-quantum

digital signature algorithms (DSAs). It assumes 128-bit security.

Table 1: Signature sizes of pre- and post-quantumDSAs.
Signatures EC-DSA Dilithium [30] Falcon [37] SPHINCS+ [8] UOV [15, 48]

Assumption ECC Lattices Lattices Hash-based MQ-based

Quantum
safe × ✓ ✓ ✓ ✓

Signature
size (B) 64 2420 666 7856 96

Multivariate blind signature. In 2017, Petzoldt et al. [53] pro-
posed a multivariate BS scheme. Their construction uses a commit-

ment scheme, a multivariate trapdoor, and a zero-knowledge proof

(ZKP) system.ThisZKPallowsusers to prove theyknowa solution to

a systemofmultivariate quadratic (MQ) equationswithout revealing

the solution itself. The security of this approach [53] depends on the

commitment scheme’s binding and hiding properties, as well as the

inherent hardness of solving multivariate quadratic (MQ) systems,

which is believed to be NP-complete [45]. The commitment scheme

in [53] utilizes a collision-resistant hash functionH : {0,1}∗→F𝑚𝑞 .
Specifically, themessage msg is committed by using a random vector

r∈F𝑚𝑞 and a random quadratic map R :F𝑚𝑞 →F𝑚𝑞 as follows:

b=H(msg)−R(r), (1)

Subsequently, the user requests the signer to sign on the blind

message b. The signer applies a UOV-based signature algorithm [48]

to generate a blind signature s and sends it to the user. The user

constructs a non-interactive zero-knowledge (NIZK) proof 𝜋 for the

quadratic systemH(msg) =P(s)+R(r), where P :F𝑛𝑞→F𝑚𝑞 repre-

sents a public polynomial map based on the UOV scheme [48]. Here,

𝑛 and𝑚 are the number of variables and the quadratic equations

defined over the finite field F𝑞 respectively. The user reveals this

NIZK proof 𝜋 as the final signature in the signature unblind phase.

On the one-more unforgeability of [53]: In [14], Beullens

showed that the commitment scheme used in this BS scheme [53] is

non-binding. This immediately breaks the one-more-unforgeability

property of the scheme.
1

As we see, constructing efficient BS from multivariate assump-

tions remains a challenge. In this work, we propose the first round

optimal BS from multivariate assumptions, which achieves both

the notion of one-more-unforgeability and anonymity. The resulting
scheme also offers a smaller signature size than all the post-quantum

solutions.

1
In the scheme, the authors achieved a weaker variant of the one-more-unforgeability,

called universal one-more-unforgeable security (UOMUF). However, this property does

not accurately reflect real-world attack scenarios for blind signatures. For more details,

we refer the readers to [14]

2 Our Contribution
WeproposeMQuBS, a newmultivariate-basedBS scheme, following

Fischlin’s round optimal framework [36]. For this, we introduce a

new secure binding commitment scheme based on the multivariate

assumptions (see Algorithm 1) as a building block forMQuBS. Our

MQuBS needs four cryptographic components. First, the new com-

mitment scheme. Second, a IND-CPA secure MQ-based public-key

encryption scheme (HFERP) [43]. Third, the UOV signature [15, 48]

scheme as an underlyingmultivariate signature scheme
2
. Finally, to

open the multivariate commitment scheme, we need a NIZK proof

for the MQ problem. There exist many efficient and optimized NIZK

proofs for MQ problem in the literature [3, 7, 10, 20, 34, 56]. In our

construction, we use vector obvious linear evaluation in the head

(VOLEitH)-based NIZK for theMQ problem to achieve smaller proof

sizes and good execution time [3, 20].

In Section §5, we show thatMQuBS offers anonymity (or blind-

ness) and one-more-unforgeability in the random oracle model

(ROM). As claimed before, MQuBS offers a smaller signature (𝜎)

compared to the previous post-quantum round-optimal BS schemes.

The following Table 2 illustrates our claim
3
.

Table 2: Post-quantum round optimal blind signature
Scheme Assumption |𝜎 | (KB)
Agrawal et al. [1] OM-ISIS 45

Beullens et al. [16] MSIS andMLWE 22

Petzoldt et al. [53] UOMUF-MQ 28.5

MQuBS (this work) UOV and gWMQ 5

2.1 MQuBS: A brief overview
Below, we briefly introduce the key components and fundamental

ideas ofMQuBS (see Figure 3 for more details). The key generation

algorithm ofMQuBS is the same as the UOV-signature scheme [15].

The signature algorithm ofMQuBS.Sign consists with three inde-

pendent algorithms Sign
1
,Sign

2
, and Sign

3
(see Algorithm 3).

Blinding phaseS←U:
(
𝛽←Sign

1
(vk,msg)

)
. In this phase, the

user performs three steps. First, a random vector is generated, and

its hash is concatenated with the message as part of the message

digest computation. Next, the user runs a commitment scheme, and

a public-key encryption scheme:Com𝑀𝑄 and PKE
MQ

.

Fischlin’s suggestions [36].After computing themessage digest d=
H(msg), it commits thedusing a randomness𝑟1 to blind themessage

digest. (See Fig: 2).We add extra randomness during the computation

of themessagedigest. Later it encryptsd,𝑟1 alongwithanewrandom-

ness 𝑟2 . In addition, it also adds a proof of encryption 𝜋Enc. Finally, 𝛽

contains a blind message, ciphertext, and proof of encryption 𝜋Enc.

Computing the message digest. InMQuBS, the user initially uni-

formly generates a random vector r
$← F𝑚𝑞 . Then, it computes

2
It is possible to incorporate any UOV-type signature schemes, like VDOO [41],

Mayo [13], and QR-UOV [40] inMQuBS.

3
The security model used in Petzoldt et al. construction is universal OMUF. Their

construction is designed on the top of Rainbow [29] scheme, which is broken by [12].

So the parameters proposed in [53] will change. However, due to the vulnerability in

the commitment scheme, the BS scheme is no longer secure.

2
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Fischlin’s Blind Signature

User U (d← H(msg), vk) Signer S (sk)

β ← Sign1(vk,d)

choose r1, r2, r3
$← {0, 1}2λ

b← Com(d; r1)

ct← Enc(d, r1; r2)

xEnc ← (ct, pk′Enc) //statement

wEnc ← (d, r1, r2) //witness

compute πEnc ← ProofEnc(xEnc, wEnc)

β ← (πEnc,b, ct)

β

ψ ← Sign2(β, sk)

if (VerifyEnc(πEnc, ct))

s← Sign(b, sk)

ψ = s

σ ← Sign3(vk, s)

if
(
VerifySign(b, s, vk)

)

Ct← Enc(β, ψ; r3)

x← (Ct, pkEnc) // statement

w ← (b, s; r3) // witness

prepares a proof π ← Proof(x,w)

σ ← (Ct, π)

Figure 2: Fischlin’s round-optimal blind signature [36] framework

t = H(msg,G(r)), where G : F𝑚𝑞 → {0, 1}2𝜆 , (𝜆 is a security pa-

rameter) andH : {0,1}∗→F𝑚𝑞 are collision-resistant hash functions
4
.

These hash functions can bemodelled as random oracles. Beullens et
al. [16]’s lattice-based BS scheme used this trick to avoid one-more-

ISIS assumptions. We employ this trick to achieve the same func-

tionality. Basically it forces an adversary to fix r before querying the
random oracle. It helps us to achieve the OMUF security ofMQuBS.

Com𝑀𝑄 : New multivariate commitment scheme. The user runs
this scheme to blind the message digest. To make the BS scheme

secure, we design a new commitment scheme that resists Beullens’s

attack [14]. Our commitment scheme Com𝑀𝑄 uses two random

matrices E1,E2 ∈F𝑚×𝑚𝑞 and a random quadratic map R :F𝑚𝑞 →F𝑚𝑞 ,
all derived from themessage and a random r∈F𝑚𝑞 using a pseudoran-

dom generator (PRG) (see Algorithm 1). The commitment equation

is defined as follows (for more details, see Section §4).

Com𝑀𝑄 (msg;r)=E−11 (H (msg,G(r))−E2R(r)) (2)

Encryption of message digest and randomness. In Figure 2, the user en-
crypts themessagedigest and randomnessusingapublic-keyencryp-

tion (PKE). Lattice-basedBS constructions [1, 16]utilize lattice-based

public-key encryption in an “encryption to the sky” fashion to achieve
this goal. In similar fashion, we adopt standard MQ-public-key en-

cryption. To establish theOMUF security ofMQuBS (seeTheorem5),

we must decrypt the ciphertext to retrieve the message and random-

ness.Weuse theHFERP encryption scheme [43] to encrypt r andmsg.

𝐶𝑇 =PKE
MQ
(r,msg;𝑢) (3)

In addition, the user generates a NIZK proof 𝜋PKE. It consists of

two parts: the first ensures the well-formedness of b, as defined
by Equation 2; the second verifies the well-formedness of 𝐶𝑇 , as

defined by Equation 3. Observe that, the final signature does not

include the proof 𝜋PKE, and so the user can precompute the proof

4
For notational purpose we use two hash function G andH, in practice any one hash

function is enough. For example SHA-3 [32].

(offline phase). Therefore it does not add to the performance of the

blind signature scheme. At the end of this phase, the user sends

𝛽 = (𝐶𝑇,𝜋PKE,b) to the signer and asks for a signature. Therefore,
user sends |𝛽 |= |𝐶𝑇 |+ |𝜋PKE |+ |b|-bit elements, where |b|=𝑚log

2
𝑞.

Signing phaseU←S:
(
𝜓←Sign

2
(sk,𝛽)

)
. This procedure is the

same as Fischlin’s proposal [36]. After receiving 𝛽 , it first verifies the

proof 𝜋PKE, then it runs the UOV-signature algorithm [15] to com-

pute the signature s. It communicates |s|=𝑛log𝑞-bit elements to user.

Unblind the signatureV←U:
(
𝜎←Sign

3
(sk,𝜓 )

)
. After ver-

ifying the validity of the signature, Fischlin [36] proposed com-

mitting to 𝛽 and 𝜓 using public key encryption and providing a

NIZK proof of encryption. The final signature includes both the

proof and the ciphertext. A key improvement in MQuBS is that

we eliminate the need for public key encryptions in Sign
3
, as the

user instead provides a NIZK proof for opening the commitment

Com𝑀𝑄 . As per Fischlin’s proposal, the user first checks whether

H(msg,G(r)) = E1P(s) + E2R(r) holds. Once this verification is

done, then it prepares a proof 𝜋𝑀𝑄 for the solution (s, r) of the
quadratic equations t= ˜P(x1,x2)=E1P(x1)+E2R(x2).

The most efficient NIZK proof for a solution of multivariate qua-

dratic system can be implemented using multi-party-computation-

in-the-head (MPCitH)-based andvector-oblivious-linear-evaluation-

in-the-head (VOLEitH)-based framework [3, 7, 20, 34]. The final sig-

nature 𝜎 contains three items, one is proof 𝜋𝑀𝑄 , a seed to generate

emulsifier maps, and a random quadratic map, and the third com-

ponent is G(r). The size of |𝜎 | is 4𝜆+|𝜋𝑀𝑄 |-bits, where 4𝜆 equals to
the size of a seed and G(r), and |𝜋𝑀𝑄 | is the proof size of 𝜋𝑀𝑄 .

Security. Here, we sketch the security arguments of our com-

mitment scheme. The main underlying hardness assumption is the

generalized whipped multivariate quadratic problem (gWMQ). It

asks to solve a quadratic system of the formE1R1 (x1)−E2R2 (x2)= t.
We introduce the generalization of Beullens’s whipped multivariate

quadratic problem (WMQ)[13]. We also show thatMQuBS offers

blindness and OMUF.

Security of commitment scheme.Theprimary securitypropertiesof

a cryptographically secure commitment scheme are computationally
hiding and perfectly binding. The computationally hiding property of

our commitment scheme can be derived from the collision resistance

of thecryptographically securehash function.However, theperfectly

binding property is not so obvious. The following claim guarantees

the perfectly binding property of our commitment scheme. We for-

mally present this theorem in Theorem 2, and then we prove the

following claim. The detailed proof of this claim can be found in

Section §4.1.

Claim 1 (Perfect binding of the commitment scheme). The
commitment scheme presented in Figure 1 is perfectly binding under
the assumptions of gWMQ.

Blindness and One-more-unforgeability ofMQuBS.The blindness
ofMQuBS depends on the zero-knowledge property of the NIZK

proofs (see Theorem 4). We present this claim informally, and later

in Theorem 5, we provide a formal statement and proof.

Claim 2 (MQuBS is OMUF.). MQuBS achieves OMUF, depending
on the EUF-CMA of the underlying signature and the soundness of the
NIZK proof system.

3
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Weuse three lemmas to prove theOMUFproperty ofMQuBS. The

Lemma 1 tells that the underlying signature scheme is EUF-CMA.

Since we have chosen UOV as an underlying signature, so we follow

the EUF-CMA-security proof of UOV signature [15]. Note that our

version of UOV differs slightly from standard UOV [15, 48] (see Fig-

ure 5). The EUF-CMA-security of underlying signature relies on the

hardness of UOV, and gWMQ problem. The proof of the statement

of Lemma 1 requires reduction from EUF-CMAto EUF-KO-security

of the scheme (key-only-attack). Further, the hardness of UOV and

gWMQ together implies the security against EUF-KO for the un-

derlying signature. The proofs of these lemmas are given in the

Appendix, and similar arguments can be found in [15].

Practicality: efficiency and comparisons. The signature size
ofMQuBS is significantly smaller than the existing post-quantum

round-optimal blind signatures [16, 50]. The initial communication

from the userU, to the signer S, consists of |𝛽 | = ( |𝐶𝑇 | + |𝜋PKE | +
𝑚 log𝑞) bits. The second interaction from S toU requires 𝑛 log𝑞

bits. The size of the final signature is 4𝜆+ |𝜋𝑀𝑄 |, since it contains
𝜋𝑀𝑄 ,G(r) and a seed to generate emulsifier maps and random qua-

dratic maps. We present the communication costs of MQuBS in

Table 3.

Table 3: Communication costs ofMQuBS

Communication U→S S→U U→V
Sizes (in bits) |𝐶𝑇 |+ |𝜋PKE |+𝑚log𝑞 𝑛log𝑞 4𝜆+|𝜋MQ |

Key and Signature sizes for 128-bits security level.We use formulas

from Table 3 to compute signature size for 128-bit security level. The

private and public key sizes for our scheme are same as UOV signa-

ture [15]. Since 𝛽 and𝜓 are not part of the final signature, we focus

solely on computing the size of𝜎 , i.e., |𝜎 |. The UOV signature[15, 48]

offers a 96-byte signature size for 128-bit security. According to the

UOV SL-1 parameters (128-bit security) [15], the UOV public poly-

nomial map has 64 quadratic equations with 160 variables (see Table

5). Therefore, a user prepares a NIZK proof for a quadratic system

with 𝑛+𝑚 variables and𝑚- homogeneous quadratic equations. Bui

[20] offers the most efficient proof size for MQ relation. Using this

technique, the proof size for our quadratic system is approximately

4.96KB. Therefore, the size of blind message 𝛽 is 48KB, the signer

communicates 96 bytes as a signature on the blindmessage, and then

the user reveals 5KB as a final signature size. Since the secret and

public keys are the same as the UOV signature, the secret and public

keys forMQuBS are 48bytes and 43.576KB, respectively.

2.2 Post-quantumBS from other hard problems
Due to the growing interest in post-quantum cryptography, numer-

ous BS schemes have been proposed in the literature [17, 18, 31, 47,

51]. Previously, we discussed some round-optimal lattice-based BS

constructions. However, there exist BS constructions from other

problems also.

Designs from code-based cryptography. In a parallel development,

two independent works [31, 51] appeared on ePrint. However, both

designs follow a three-pass blind signature (BS) framework. As a

result, we do not compare their signature sizes with those from

round-optimal constructions, as three-pass schemes inherently re-

quire higher bandwidth.Additionally, theseworks did not report any

performance benchmarks for their constructions. Blazy et al. [18] in-
troduced a round-optimal BS,whichwas later revised [17] to address

certain security issues. According to [17], the reported signature size

for this scheme is 86.7MB at the 80-bit security level.

Designs from isogeny-based cryptography.A notable blind signa-

ture scheme based on isogeny-based assumptions was introduced

by Katsumata et al. [47] This construction also follows a three-pass

framework.

2.3 Estimated computation time
Our constructions is heavily rely on the NIZK proofs, HFERP en-

cryption and UOV signature scheme. It uses two core NIZK proofs,

one is the NIZK proof of a hash-based commitments, and the other

is the NIZK proof for MQ systems. As per specification of [34], the

estimated running time to generate a NIZK proof for a quadratic

systems with 48 variables and 48 quadratic equations over F256 is
18M clock cycles. The key difference is our quadratic system has

𝑛+𝑚 variables, and𝑚-equations, and for 128-bit security level, the

quadratic system has 112 variables and 44 equations over F256. The
estimated proof generation time for quadratic system is approxi-

mately 50M clock cycles. Now we come to the NIZK proof for the

hash-based commitments. In this case, we use efficient NIZK proof

constructions called ZKBoo [42]. This proof generation requires

around 72M clock cycles, and verification will take approximately

124M clock cycle. Generating the proof takes approximately 72 mil-

lion clock cycles,while verification requires around 124million clock

cycles. The signature generation ofUOV requires 90Mclock cycle for

skc+pkc variant and 2.5M clock cycle for classic and pkc versions.

The verification UOV signature requires 11.5M clock cycle for pkc

and skc+pkc variant and 1M for classic variant. Formore details, see

Table 10 of UOV specifications [15]. All clock cycle counts are taken

from their respective references.

3 Background
In this section, we define the blind signature scheme Section §3.1

and its security properties. Due to space constraints, we refer the

reader to the Appendix C for brief details about the commitment

scheme and the NIZK proof for the MQ problem.

Basic Notations.We denote 𝑎
$←𝑈 to signify 𝑎 is generated ran-

domly from the set𝑈 . Anyhomogeneous quadraticmapP :F𝑛𝑞→F𝑚𝑞
consisting𝑚 quadratic polynomials is denoted as 𝑝1,𝑝2,...,𝑝𝑚 . We

define the polar formDP :F𝑛𝑞 ×F𝑛𝑞→F𝑚𝑞 of a quadratic map P as:

DP(u,v)=P(u+v)−P(u)−P(v). Since P is a homogeneous qua-

dratic map, we assume P(0)=0. The notationDPu (v) is employed

when u is fixed, essentially representing the partial derivatives with

respect to u. We write F𝑞 to denote the finite field with 𝑞 elements,

and F𝑛𝑞 as a 𝑛-dimensional vector with elements from F𝑞 . We also

denote GL(𝑚,𝑞) for the set of invertible𝑚 ×𝑚 matrices over F𝑞 .
Throughout this paper, 𝜆 serves as the security parameter.

3.1 Blind Signature
A round-optimal blind signature (ROBS) scheme, denoted as BS =

(KeyGen,Sign,Verify), requires only two rounds of interaction be-

tween the signerS and the userU to generate a blind signature. The

Sign algorithm has three sub-algorithms: Sign
1
, Sign

2
, and Sign

3
.

Below, we describe each of these algorithms in detail.

4
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(vk,sk)←KeyGen(1𝜆):On input the securityparameter𝜆, it outputs

a verification key vk and a secret key sk.

(𝛽,𝑆U )←Sign
1
(vk,msg) . In the initial phase of the signing protocol,

the user blinds the message and sends it to the signer. This proba-

bilistic polynomial-time (PPT) algorithm computes a message state

𝑆U and generates a first message 𝛽 , which is then sent to the signer.

𝜓←Sign
2
(sk,𝛽) . The signer computes a signature𝜓 using its secret

key sk on 𝛽 . It runs the underlying signature algorithm to do this.

Afterward, the signer sends the signature𝜓 back to the user as the

signature for 𝛽 .

𝜎←Sign
3
(𝜓,𝑆U ) . The user removes the blindness of the received

signature𝜓 using 𝑆U and derives a signature 𝜎 of the original mes-

sage msg.

0/1←Verify(vk,msg,𝜎). The verifier uses its verification key vk to
verify whether 𝜎 is a correct signature on the message msg or not.

Properties. The blind signature algorithm must adhere to the

correctness property. Essentially, this ensures that if a signature is
generated honestly, it should be verifiedwith a very high probability.

Definition 1 (Correctness). A BS is considered correct if for
any message digest d=H(msg).

Pr


Verify(vk,𝜎,msg) =1

���������
(sk,vk)←KeyGen(1𝜆 )
(𝛽,𝑆U )←Sign1 (vk,d)
𝜓←Sign2 (sk,𝛽 )
𝜎←Sign3 (𝜓,𝑆U )


=1

The two security properties of blind signatures are the blindness
(or anonymity) and the one-more-unforgeability. The blindness en-
sures that the signer of a message receives no information about the

content of the message to be signed.

Definition 2 (Anonymity/ Blindness). We call the BS offers
blindnesswhen, for each polynomial-time three-part stateful adver-
saryA = (A1,A2,A3), there exists a negligible function negl such
that, for any two messages d0,d1, the following condition holds.

�����Pr

A3 (𝜎0,𝜎1 ) =𝑏

�����
(vk)←A1 (𝜆), b ∈U {0,1}
(d0

1
,𝑆0U )←Sign1 (vk,d0 )

(d1
1
,𝑆1U )←Sign1 (vk,d1 )

d
𝑏
2
,d1−𝑏

2
←A2 (d𝑏

1
,d1−𝑏

1
)

𝜎0←Sign
3
(d0

2
,S0U )

𝜎1←Sign
3
(d1

2
,S1U )


− 1

2

�����<negl(𝜆)

The one-more unforgeability (OMUF) ensures that if a malicious

user interacts 𝑟 times with an honest signer and receives 𝑟 message-

signature pairs, the probability that the malicious user can produce

a 𝑟+1 message-signature pairs without further interaction with the

signer is negligible.

Definition 3 (OMUF). The BS is said to have one-more unforge-
able if for every PPT adversaryA that makes at most 𝑟 queries to the
honest signer (where 𝑟 upper bounded by poly(𝜆)) can produce a 𝑟+1
blind message-blind signature pair with negligible probability negl.
The following probability should be less than negl(𝜆).

Pr

[ (
d𝑖 ≠d𝑗

)𝑟+1
∀𝑖,𝑗=1, 𝑖≠𝑗

(Verify(vk,𝜎i,di ) =1)𝑟+1∀𝑖=1

����� (sk,vk)←KeyGen(1𝜆 )
{ (d𝑖 ,𝜎𝑖 ) }𝑖∈ [𝑟 ]←ASign

2
(sk,·) (vk)

]
<negl(𝜆)

4 MQuBS: A Round-Optimal Blind Signature
In this section, we describe the construction of our blind signature

schemeMQuBS in detail. We also describe the major components

of our scheme in this section.

Multivariate Blind Signature in the Fischlin’s Framework

Signature Verifier

(msg, sk, vk) (msg, vk = PUOV )

Signature generation

User (msg, vk) Signer (sk)

β ← Sign1(PUOV , msg)

r← Fm
q ; ρ← G(r)

Generate E1, E2, R from msg, vk, r

b← ComMQ(msg, r) = E−1
1 (H(msg,G(r))−E2R(r))

u← {0, 1}2λ; CT ← PKEMQ(r, msg;u)

xPKE ← (CT,b)

wPKE ← (r, msg, u)

Relation1 ← b = ComMQ(msg, r) ∧ C = HCom(r, msg;u)

πPKE ← NIZK.Proof1(xPKE, wPKE,Relation1)

β ← (CT, πPKE,b)

β

ψ ← Sign2(sk,b)

if NIZK.Verify1(xPKE, πPKE)

s← UOV.Sign(b, sk)

ψ ← s

ψ

σ ← Sign3(PUOV , ψ)

if UOV.Verify(ψ, vk)

Define P̃(x1,x2) = E1PUOV (x1) +E2R(x2)

x← (msg, ρ,E1,E2,PUOV ,R)
w ← (s, r)

Relation2 ← {(s, r) : H(msg, ρ) = P̃(s, r)}
πMQ ← NIZK.Proof2(x,w,Relation2)

σ ← (πMQ, ρ, P̃)

σ

t← H(msg, ρ)
return NIZK.Verify2(σ, t, vk)

Figure 3:MQuBSMultivariate Blind Signature

We have presented our scheme in Figure 3. As can be seen in the

Figure 3, forMQuBS, we require some cryptographic components

as ingredients. First we need two hash functionsG : {0,1}∗→{0,1}2𝜆 ,
H : {0,1}∗→F𝑚𝑞 and oneMQ-based public key encryption scheme

PKE
MQ

. Any cryptographically secure hash function can be de-

ployed here such as the current NIST standard SHA-3 [32]. Later in

the security proof (see Section §5), we model these hash functions

as random oracles.

4.1 NewCommitment Scheme
We need a secure commitment scheme to hide the message. We

present our commitment scheme Com𝑀𝑄 in Algorithm 1 below.

Later, in Section §5, we will show that this scheme is perfectly bind-

ing and computationally hiding.

5



581

582

583

584

585

586

587

588

589

590

591

592

593

594

595

596

597

598

599

600

601

602

603

604

605

606

607

608

609

610

611

612

613

614

615

616

617

618

619

620

621

622

623

624

625

626

627

628

629

630

631

632

633

634

635

636

637

638

Conference acronym ’XX, June 03–05, 2025, Woodstock, NY Anon.

639

640

641

642

643

644

645

646

647

648

649

650

651

652

653

654

655

656

657

658

659

660

661

662

663

664

665

666

667

668

669

670

671

672

673

674

675

676

677

678

679

680

681

682

683

684

685

686

687

688

689

690

691

692

693

694

695

696

Algorithm 1Com𝑀𝑄 : Multivariate Commitment Scheme

b←Com𝑀𝑄 (msg;r)=E−11 (H (msg,G(r))−E2R(r))
1 : Input: msg

2 : Output: b,(E1,E2,R)

3 : r
$←F𝑚𝑞 , 𝜌←G(r)

4 : while (det(E1 ) ≠0 & det(E2 ) ≠0) {

5 : rnd
$←{0,1}2𝜆, seed1←Hash(msg | | r | |rnd)

6 : seed2←Hash(msg | | seed1)
7 : E1←XOF(seed1) ; E2←XOF(seed2) }
8 : seed3←Hash(msg | | seed2)
9 : R←XOF(seed3)
10 : b←E−1

1
(H(msg,G(r) ) −E2R(r) ) .

11 : return b, (E1,E2,R)

At first, the Algorithm 1 selects an r
$← F𝑚𝑞 . Then it computes,

G(r). Using r, the message msg, and the random string rnd it gen-
erates E𝑖 ’s and R, where E𝑖 ∈ F𝑚×𝑚𝑞 and R is a random quadratic

map from F𝑚𝑞 to F𝑚𝑞 . Each generated E𝑖 must be an invertible matrix;

otherwise, the algorithm changes rnd and recomputes. Following

Beullens [13], we refer to E𝑖 as an emulsifier map. At the end, the
commitment of a message is computed as b = Com𝑀𝑄 (msg;r) =
E−1
1
(H (msg,G(r))−E2R(r)).

4.2 Algorithms ofMQuBS

The completeMQuBS algorithm includes three main algorithms:

MQuBS.KeyGen,MQuBS.Sign, andMQuBS.Verify. The interactive

signingalgorithm,MQuBS.Sign consists of threedistinct algorithms:

Sign
1
, Sign2, and Sign3. The user runs Sign1

and Sign
3
; while the

signer executes the Sign
2
algorithm.

4.2.1 Key Generation ofMQuBS . The key generation algorithm

MQuBS.KeyGen is shown in Algorithm 2, which generates a UOV

secret and verification key pair. This algorithm is the same as the

key generation algorithm of the UOV signature scheme [15]. The

parameters forMQuBS are (𝑛,𝑚,𝑞,𝑟 ). Here, 𝑛 is the number of vari-

ables present in𝑚 homogeneous quadratic equations defined over a

finite field F𝑞 , and 𝑟 is the number of repetitions required to execute

the NIZK proof 𝜋𝑀𝑄 for the solution of a MQ system.

Key Generation: (sk,vk)←MQuBS.KeyGen(1𝜆). Let𝑂 is a secret
oil subspace for the UOV signature, and P𝑈𝑂𝑉 :F𝑛𝑞→F𝑚𝑞 is a pub-

lic polynomial map (public key) so that P𝑈𝑂𝑉 (𝑂) = 0. The secret

linear subspace𝑂 is the row space of the matrix Õ= [O Im], where
theO

$←F𝑜×𝑛−𝑜𝑞 . Each polynomial in the public polynomial map is

constructed using the following equation.(
O⊤ Im

)
P𝑖

(O
Im

)
=O⊤P(1)

𝑖
O+O⊤P(2)

𝑖
+P(3)

𝑖
=0

Here, P(1)
𝑖
∈ F(𝑛−𝑚)×(𝑛−𝑚)𝑞 , P(3)

𝑖
∈ F𝑚×𝑚𝑞 are upper triangular

matrices and P(2)
𝑖
∈F(𝑛−𝑚)×(𝑛−𝑚)𝑞 so that

P𝑖 =
(
P(1)
𝑖

P(2)
𝑖

0 P(3)
𝑖

)
.

So, generates P(1)
𝑖

, P(2)
𝑖

from seed using a CSPRNG, and set P(3)
𝑖
←

Upper(−O⊤P(1)
𝑖

O−O⊤P(2)
𝑖
).

Algorithm 2 Key Generation ofMQuBS

(sk,vk)←MQuBS.KeyGen(1𝜆)
1 : Input :𝜆

2 : Output :sk,vk

3 : O
$←F𝑜×𝑛−𝑜𝑞

4 : seed
$←{0,1}2𝜆

5 : for 1≤ 𝑖 ≤𝑚

6 : P(1)
𝑖
←CSPRNG(seed,𝑖 )

7 : P(2)
𝑖
←CSPRNG(seed,𝑖 )

8 : P(3)
𝑖
←Upper(−O⊤P(1)

𝑖
O−O⊤P(2)

𝑖
)

9 : sk←{O}

10 : vk←P𝑈𝑂𝑉 =

{
seed,

(
P(3)
𝑖

)𝑚
𝑖=1

}
11 : return (sk,vk)

4.2.2 Interactive Signing Algorithm ofMQuBS. The signing oper-
ation is given by: 𝜎 ← MQuBS.Sign(msg, sk, vk) The user blinds
the message using Sign

1
(see Algorithm 3) and sends the masked

message to the signer for signing. The signer, utilizing the Sign
2

algorithm (see Algorithm 4), generates a signature and returns it to

the user. After receiving the blinded message’s signature, the user

finalizes the signature for the original message using the Sign
3
al-

gorithm (see Algorithm 5). Then it publishes the signature. Nowwe

describe each algorithm.

Blind themessage: 𝛽←Sign
1
(msg,vk) .Here, the user has inputs

a public keyP𝑈𝑂𝑉 , and a message msg. Then, it randomly generates

r
$←F𝑚𝑞 . It further computes, G(r), and t←H(msg,G(r)). Addition-

ally, it generates twoemulsifiermapsE1,E2 (𝑚×𝑚 invertiblematrices

over F𝑞) and a random quadratic map R :F𝑚𝑞 →F𝑚𝑞 from msg, G(r),
and P𝑈𝑂𝑉 . To do this, the user computes the following seeds

• seedE1←Hash(H (msg) | | G(r) | | P𝑈𝑂𝑉 ),
• seedE2←Hash(H (msg) | |seedE1 ), and
• seedR←Hash(H (msg) | | seedE2 )) .

Now using these seeds, it generates E1,E2 and R. It uses the eX-
tendable Output Function (XOF) to generate these outputs. The

user changes r, if E1, and E2 are not invertible. Note that each seed
depends on the message msg, so when the message changes, then

E1,E2 and R also change. Then, it outputs the blind message b←
E−1
1
(t−E2R(r)). Further, it applies the PKE scheme to commit r, and

msg using a randomly generated 2𝜆-bit string𝑢, that is, Equation 3.

Later it provides a NIZK proof 𝜋PKE for𝐶𝑇 , and it also adds a proof

for the well-formedness of b=E−1
1
(t−E2R(r)).

The proof of well-formedness is a bit tricky here. Since, if E1, E2,
and R are published as a statement in the NIZK proof 𝜋PKE, and

these values also present in the proof𝜋
MQ

. So it breaks the blindness

property of the scheme.
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Well-formedness of b

1 : Sample𝑢1,𝑢2,𝑢3,𝑢4,𝑢5 ∈ {0,1}2𝜆

2 : seedE∗
1

←H(seedE∗
1

;𝑢1 )
3 : E∗

1
←XOF(seedE∗

1

) ; if det(E∗
1
) =0 then, change𝑢1

4 : seedE∗
2

←H(seedE∗
2

;𝑢2 )
5 : E∗

2
←XOF(seedE∗

2

) ; if det(E∗
2
) =0 then, change𝑢2

6 : seedR∗←H(seedR ;𝑢3 )
7 : R∗←XOF(seedR∗ )
8 : b∗←(E∗

1
)−1

(
H(msg,G(r) ) −E∗

2
R,∗ (r)

)
9 : L∗= { (E1,E2,R,r,msg) :seedE∗

1

←H(seedE∗
1

)∧
10 : seedE∗

2

←H(seedE∗
2

)∧seedR∗←H(seedR ;𝑢3 )∧

11 : b1←(E∗1 )−1
(
H(msg,G(r) ) −E∗

2
R,∗ (r)

)
,

12 : ∧𝑐1=Hash
(
(E1 )−1H(msg,G(r) ;𝑢4

)
∧

13 : 𝑐2=Hash

(
(E1 )−1E2R(r) ;𝑢5

)
}

14 : 𝑥L∗ :: (seedE∗
1

,seedE∗
2

,seedR∗ ,𝑐1,𝑐2 )
15 : 𝑤L∗ :: (E1,E2,R,r,msg)

Figure 4:Well-formedness proof of b.

To avoid this situation, each seeds of E1, E2 and R commits, and

computes a new seed to generate E∗
1
, E∗

2
and R∗. Once these values

are generated, then it computes the following

b∗←(E∗
1
)−1

(
H(msg,G(r))−E∗

2
R,∗ (r)

)
,

and add a well-formedness proof for b∗. It also adds proof for the
above commitments of each seeds, and the commitment value 𝑐1=

Hash

(
(E1)−1H(msg,G(r);𝑢4

)
, and 𝑐2 = Hash

(
(E1)−1E2R(r);𝑢5

)
.

Through the commitment of each seeds, user convinces that it

has knowledge about E1, E2 and R. Now, the commitment 𝑐1 =

Hash

(
(E1)−1H(msg,G(r);𝑢4

)
, and 𝑐2 = Hash

(
(E1)−1E2R(r);𝑢5

)
ensures that, the messagemsg, and r is used during the computation

of b. It also ensures that user picks b before processing the query.
In the proof 𝜋PKE, the statement is 𝑥PKE are 𝑥L∗ ,b,𝐶𝑇 , and witness
𝑤PKE are r,msg,𝑢1. Finally, the user communicates 𝛽 = (b,𝐶𝑇 ,𝜋PKE)
to the signer.

NIZKproof𝜋PKE.The algorithmNIZK.Proof1 prepares the proof and

NIZK.Verify
1
algorithm verifies the proof 𝜋PKE. As wementioned,

the proof 𝜋PKE consists of two things, one is thewellformedness of b,
and another is the wellformedness of𝐶𝑇 . The first part, we already

described in Fig 4. The second is simple, we just provide a proof

of encryption for MQ-based PKE. This can be achieved from the

construction of Bui [20]. Several algorithms have also been proposed

to construct efficient NIZK proofs for multivariate quadratic (MQ)

relations (see Table 6, where 𝜆=128-bits).

Communication cost. Therefore, the user needs to send |𝐶𝑇 |-bits
for the ciphertext, |𝜋PKE | bits for the NIZK proof, and𝑚log𝑞 bits for

the blind message. In total, this amounts to |𝐶𝑇 |+ |𝜋PKE |+𝑚log𝑞 bits

to communicate with the signer as the blind message.

Blind signature computation:𝜓←Sign
2
(sk,𝛽). In this algorithm,

the signer (or issuer) receives a blinded message b, ciphertext𝐶𝑇 ,
secret key sk, and a NIZK proof 𝜋PKE along with a statement 𝑥PKE.

Algorithm 3 Sign
1
: Message blinding

𝛽←Sign
1
(P𝑈𝑂𝑉 ,msg)

1 : Input: vk=P𝑈𝑂𝑉 ; msg

2 : Output: 𝛽 = (b,𝐶𝑇 ,𝜋PKE )

3 : Hash: G : {0,1}∗→{0,1}2𝜆,H : {0,1}∗→F𝑛𝑞
4 : while (det(E1 ) ≠0 & det(E2 ) ≠0) {

5 : r
$←F𝑚𝑞 , seedE1←G(msg | | G (r) | | P𝑈𝑂𝑉 )

6 : seedE2←G(msg | |seedE1 )
7 : E1←XOF(seedE1 ), E2←XOF(seedE2 ) }
8 : t←H(msg,G(r) )
9 : seedR←G(msg | |seedE2 ), R←XOF(seedR )
10 : b←E−1

1
(t−E2R(r) )

11 : 𝑢
$←{0,1}𝜆, 𝐶𝑇←PKEMQ (msg,r,𝑢 )

12 : 𝑥PKE←𝐶𝑇, 𝑤PKE←(msg,t,𝑢 )

13 : Relation ::b=E−1
1
(t−E2R(r) )

∧
𝐶 =H(msg,r,𝑢 )

14 : 𝜋PKE←NIZK.Proof1 (𝑥PKE,𝑤PKE,Relation)
15 : 𝛽←(b,𝐶𝑇 ,𝜋PKE )
16 : return 𝛽

It first verifies 𝜋PKE using the verification algorithmNIZK.Verify
1
.

If the verification is successful, it proceeds to compute a signature

s. This is done by executing theUOV.Sign algorithm on b and sk. Fi-
nally, the signer outputs𝜓 =s and delivers it to the user as a signature
on the blinded message 𝛽.

UOV signature generation: s←UOV.Sign(sk,b). The signer wants to
compute s=P−1

𝑈𝑂𝑉
(b). Initially, the signer randomly selects vinegar

vector v
$←F𝑛𝑞 and attempts to solve the subsequent linear system

b=Lv (o):
Lv ::b=P𝑈𝑂𝑉 (v)+DP𝑈𝑂𝑉 v (o).

Note that, P𝑈𝑂𝑉 (o)=0, since o belongs the secret linear subspace
𝑂 . The linear system is invertible with an approximate probability

of (1− 1

𝑞 ). In cases, if it fails, the signer will re-sample v and reiterate
the aforementioned procedure. This approach mirrors the method-

ology employed in UOV signature algorithm [15]. At the end, signer

communicates𝜓 =s as a signature on the blind message.

Algorithm 4 Sign
2
: Signature computation by Signer

𝜓 = (s)←Sign
2
(sk,𝛽)

1 : Input: sk,𝛽

2 : Output:𝜓 =s

3 : if
(
NIZK.Verify

1
(𝑥PKE,𝐶𝑜𝑚) ≠1

)
4 : abort

5 : while (det(Lv ) ≠0) {

6 : v
$←F𝑛𝑞

7 : Lv ::b=P𝑈𝑂𝑉 (v) +DP𝑈𝑂𝑉 v (o) }
8 : solve b=Lv (o), s←v+o
9 : return𝜓 = (s)

7
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Table 4: Proof size for various NIZK proof forMQ
ZKP

Five

pass [56]

with

helper [10]

MPCitH

[33]

TCitH

[35]

VOLEitH

[3]

VOLEitH

[20]

Proof

size (KB)

29 14 6.9 4.2 2.6 3.6

Communication cost. The cost for this round is |𝜓 |, meaning the

signer transmits an 𝑛log𝑞-bit string to the user.

Unblind the signature: 𝜎←Sign
3
(P𝑈𝑂𝑉 ,𝜓 ). The user first runs

UOV.Verify to ensure that theUOVsignature s is correctlygenerated

by the signer.

UOV verification algorithm: 0/1 ← UOV.Verify(vk, s,b). It evalu-
ates P𝑈𝑂𝑉 (s) and returns 0 if the result doesn’t match b, otherwise
returns 1.

If UOV verification fails, the user aborts the protocol. Otherwise,

it prepares a NIZK proof 𝜋𝑀𝑄 for a solution (s,r) of the following
quadratic system.

t= ˜P(x1,x2)=E1P𝑈𝑂𝑉 (x1)+E2R(x2)
The witness𝑤 for 𝜋𝑀𝑄 is the solution (s,r) of the quadratic system
˜P, and statement 𝑥 is (t,E1,E2,R,P𝑈𝑂𝑉 ).
Communication cost.Given that the combined size of seedE1 and

G(r) is 4𝜆, the signature size is 4𝜆+|𝜋MQ |.
NIZK proof for 𝜋𝑀𝑄 .An efficient NIZK proof plays an important

role in our constructions. Because the signature size relies on the

proof size. There are various NIZK proofs are available for the MQ

problem [3, 4, 7, 10, 20, 33–35, 55]. In the below, we present the proof

size for the 128-bit security level. Table 4 reflects that the VOLEitH-

basedNIZKproofprovides smallerproof sizes, resulting ina short sig-

nature forMQuBS. Thereare twosuchconstructionsdiscussed in the

literature, bothbasedonVOLEitHNIZKproofs [3, 20]. Both construc-

tions extend the idea of [4]. In our case, the only difference is in the

parameters: ourquadratic systemhas𝑛+𝑚 variablesand𝑚 equations.

The corresponding proof size is presented in Table 6. For further

details on the NIZK proof and verification algorithm, we refer to [3].

Algorithm 5 Sign
3
: Unblind the signature

𝜎 =
(
seedE1 ,G(r),𝜋MQ

)
←Sign

3
(vk,𝜓 )

1 : Input: vk,𝜓

2 : Output: E1,E2,R,G(r),𝜋MQ
3 : if (P𝑈𝑂𝑉 (s) ≠b), abort.

4 : Define
˜P(x1,x2 ) ::E1P𝑈𝑂𝑉 (x1 ) +E2R(x2 )

5 : 𝑥 (statement)← (t,E1,E2,P𝑈𝑂𝑉 ,R) ;
6 : 𝑤 (witness)← (s,r)

7 : Relation :: t= ˜P(s,r) =E1P𝑈𝑂𝑉 (s) +E2R(r)
8 : 𝜋MQ←NIZK.Proof2 (𝑥,𝑤,Relation)
9 : return 𝜎 =

(
seedE1 ,G(r),𝜋MQ

)
0/1←MQuBS.Verify(vk,𝜎,msg) :Verification Phase.

The verifier possesses the public key P𝑈𝑂𝑉 and the message msg.
Uponreceiving thesignature𝜎 , theverifieraimstodeterminewhether

it is the correct signature for the message msg. Initially, the verifier
t′←H(msg,G(r)). Further, it expands the emulsifier matrices E1,E2,
and the random quadratic map R from the seeds present in the

signature. After completing these computations, it constructs the

quadratic system
˜P(x1,x2) = E1P𝑈𝑂𝑉 (x1) +E2R(x2) = t′. Finally,

it follows verifies the proof 𝜋MQ by runningNIZK.Verify
2
. We use

the algorithm of [20] in this case.

Algorithm 6MQuBS : Verification algorithm

0/1←MQuBS.Verify(vk,𝜎,msg)
1 : t′←H(msg,G(r) )
2 : Construct E1,E2,R from seed

3 : Construct
˜P(x1,x2 ) =E1P𝑈𝑂𝑉 (x1 ) +E2R(x2 )

4 : returnNIZK.Verify
2
(𝜋𝑀𝑄 , ˜P,t′ )

4.2.3 Correctness ofMQuBS. We establish the correctness of our

blind signature scheme in the following theorem.

Theorem1(Correctness). ForproperlyexecutedMQuBS(𝑛,𝑚,𝑞,𝑟 )
protocol, if the signature on message msg is generated as 𝜎 . Then
MQuBS.Verify(vk,𝜎,msg)=1 holds with probability 1.

Sketch. The correctness ofMQuBS relies on the correctness of the

UOV signature algorithm along with two NIZK proofs: 𝜋PKE and

𝜋𝑀𝑄 . Together, these results establish the correctness ofMQuBS.

The proof of this theorem is presented in Appendix A.

5 Security Analysis
First, we define theUOV problem, which has been extensively stud-

ied and believe to be hard [15, 48]. The algebraic cryptanalysis of

MQuBS can be found in Appendix C.

Definition 4. UOV Problem. [48] LetMQ𝑛,𝑚,𝑞 be the family
of the random quadratic map; andMQ𝑈𝑂𝑉𝑛,𝑚,𝑞 is the family of UOV-
public polynomial map. The problem asks to distinguish between P ∈
MQ𝑛,𝑚,𝑞 or P ∈ MQ𝑈𝑂𝑉𝑛,𝑚,𝑞 . Suppose D denotes the distinguisher
algorithm for UOV, then the distinguishing advantage forD is defined
as below.

Adv
(𝑛,𝑚,𝑞)
𝑈𝑂𝑉

(D) =
�����Pr[D(P) =1 | P←MQ𝑛,𝑚,𝑞

]
−Pr

[
D(P) =1 | P←MQ𝑈𝑂𝑉

𝑛,𝑚,𝑞

] �����
We define P as belonging toMQ𝑈𝑂𝑉𝑛,𝑚,𝑞 , such that for a secret lin-

ear subspace 𝑂 , P(𝑂) = 0. It is widely believed that, for all prob-

abilistic polynomial time (PPT) distinguisher D, the advantage

Adv
(𝑛,𝑚,𝑞)
𝑈𝑂𝑉

(D) ≤ negl(𝜆). Now we propose a new hard problem

called gWMQ problem. Beullens first introduced theWMQ problem

for theMayo digital signature scheme [13], and the gWMQ problem

extends this to a more generalized form.

Definition5. GeneralizedWhippedMultivariateQuadratic
(gWMQ) Problem. Suppose R1,···R𝑘 ∈MQ𝑛,𝑚,𝑞 are random polyno-
mial maps, and ER𝑖

𝑖 𝑗
are𝑚×𝑚 invertible matrices. Let t ∈ F𝑚𝑞 be the

target vector. Now the problem asks to find s1,···,s𝑘 , such that
𝑘∑︁
𝑖=1

ER𝑖
𝑖𝑖
R𝑖 (s𝑖 )+

∑︁
1≤𝑖< 𝑗≤𝑘

ER𝑖
𝑖 𝑗
DR𝑖 (s𝑖 ,s𝑗 )= t.

8
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InWMQ, Beullens used cross terms for higher values of 𝑘 , since the
algorithm for solving k-Sum algorithm is efficient for higher values of
𝑘 [60]. However, in our case since𝑘 =2, we do not need those cross terms.
The gWMQ problem asks for a solution (s1,s2) from the quadratic
system t=E1R1 (x1)+E2R2 (x2) for a given t, E𝑖 , and R𝑖 . Let’s sayA
represents the adversary attempting to solve this problem. Then, the
adversary’s advantage against the problem is defined as follows.

Adv
(𝑛,𝑚,𝑞)
𝑔𝑊𝑀𝑄

(A) =
�����Pr



E1R1 (s1 ) +E2R2 (s2 ) = t
�����

R1,R2←MQ𝑛,𝑚,𝑞(
E1,E2

)
←GL(𝑚,𝑞)

t←F𝑚𝑞
(s1,s2 )←A(t,R1,R2,

E1,E2 )



�����

To the best of our knowledge, there is no known cryptanalysis for

Beullens’sWMQ problem [13]. Consequently, we assume that for

any probabilistic polynomial-time adversaryA, the advantage of

A against the gWMQ problem satisfies Adv
(𝑛,𝑚,𝑞)
𝑔𝑊𝑀𝑄

≤negl(𝜆).

5.1 Security of the commitment scheme
5.1.1 Binding property. The binding property of a commitment

scheme ensures that once a value is committed, it cannot be changed.

This prevents a sender fromopening the commitment to different val-

ues later.The followingproofdemonstrates that thebindingproperty

of our commitment scheme (see Algorithm 1) relies on the hardness

of the gWMQ problem.We use the following instance of the gWMQ

problem throughout our work: find a solution (x1,x2) of a quadratic
system t=E1R1 (x1)+E2R2 (x2) where E1,E2,R1, and R2 are known.

Theorem2(computationallybinding). Thecommitment scheme
presented inAlgorithm 1 is computationally binding under the gWMQ

assumptions. In other words, if an adversary A has an advantage
Adv

COM
(A) in the computationally binding game, then there ex-

ist adversaries B that solve the gWMQ problem with advantages
Adv

gWMQ
(B), such that

Adv
COM
(A) ≤Adv

gWMQ
(B) .

Proof. Atfirst,wesimplifyEquation2,andrewrite it asCom𝑀𝑄 =

E′
1
H(msg1,G(r)) − E′

2
R(r), where E′

1
= E−1

1
, and E′

2
= E−1

1
E2. Let

msg1 and msg2 are two differentmessages forwhich the adversaryA
attempts to find a collision in the commitment. In addition, the adver-

sary got (R1,E′
11
,E′
12
) for the commitment on msg1; and (R2,E′

21
,E′
22
)

for the commitment on msg2, along with G(r1), and G(r2).
The goal ofA is to find (r1,r2) such that

E′
12
R1 (r1)−E′22R2 (r2)=E

′
11
H(msg1,G(r1))−

E′
21
H(msg2,G(r2)) . (4)

Thus, the right-hand side of the above expression is known and can

be computed by the adversary. Therefore, the adversary A fixes

t← E′
11
H(msg1,G(r1)) −E′

21
H(msg2,G(r2)). Now rewrite Equa-

tion 4 in the following manner.

t=E′
12
R1 (r1)−E′22R2 (r2) (5)

Now,A invokes the adversaryB which can break the gWMQ prob-

lem with the advantage Adv
gWMQ

(B) . Then, the adversaryA sup-

plies (t,E′
12
,R1,E′

22
,R2) toB. The adversaryB computes (r1,r2) and

returns it toA. This completes the proof.

□

5.1.2 Hidingproperty. Thehidingproperty ofacommitment scheme

ensures that the commitment does not reveal any information about

the committed value until it is later revealed. A commitment scheme

satisfies the hiding property if, for any twomessages 𝜇0 and 𝜇1, the

distributions ofCom(𝜇0,𝑟 ) andCom(𝜇1,𝑟 ′) are computationally (or

statistically) indistinguishable. This ensures that an adversary can-

not learn anything about 𝜇 from𝐶𝑜𝑚 (where𝐶𝑜𝑚← Com(𝜇,𝑟 ) ),
preserving secrecy until the commitment is opened. Let’s recall our

commitment scheme.

b=Com𝑀𝑄 (msg;r)=E−11 (H (msg,G(r))−E2R(r))
The hiding property of our commitment scheme is coming from the

pre-image resistance of the hash functionH .

Theorem3(Computationallyhiding). Thecommitment scheme
presented inAlgorithm1 is computationallyhidingunder thepre-image
resistance of the hash function. Specifically, if an adversaryA has an
advantage AdvHiding

COM
(A) in the hiding game, then there exist adver-

sariesB that can find the pre-image of hash function with advantages
Adv

Hash
(B), such that

Adv
Hiding

COM
(A) ≤Adv

Hash
(B)

Proof. The adversary has input b, and tries to learn about the

message. To do this adversary tries to find the pre-image of the

hash function with the advantages Adv
Hash
(B). Once it finds the

pre-image, it learns about the message. □

5.2 Security proof forMQuBS

5.2.1 Blindness or Anonymity.

Theorem 4. For an adversaryA which can subvert the blindness
ofMQuBS with advantage AdvBLND (A), there exists an adversary
B that can distinguish simulated NIZK proofs from real ones with
advantage Adv𝑁𝐼𝑍𝐾 (B), an adversary C that can break multivariate
commitment schemeCom𝑀𝑄 defined in Algorithm 1 with advantage
AdvCom𝑀𝑄

(C), and an adversaryD that can break the IND-CPA se-
cure PKE schemeMQPKE with advantage AdvPKEMQ

(D), so that the
following condition holds.

AdvBLND (A) ≤Adv𝑁𝐼𝑍𝐾 (B)+AdvCom𝑀𝑄
(C)+AdvPKEMQ

(D).

Proof. To prove our claim we use the following hybrids.

Hybrid
0
. It denotes the original blindness or anonymity game

of the honest signer.

Hybrid
1
. It replaces the two non-interactive zero-knowledge

proofs 𝜋PKE and 𝜋𝑀𝑄 with their respective simulated ver-

sions.That is, insteadofgenerating theNIZKshonestlyusing

the corresponding witnesses, the challenger simulates them

without access to the witnesses.

Hybrid
2
. In this hybrid, the main change from the previous

one is that, both ciphertexts 𝑐𝑡0 and 𝑐𝑡1 are generated by en-

crypting 0, rather than the originalmessage and randomness

pairs (msg
0
,r0) and (msg1,r1).

9
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Hybrid
3
. This hybrid differs from the previous hybrid in the

way the challenger computes b0 and b1. Instead of com-

puting b𝑖 ← E1−1𝑖 (H (msg,G(r))−E2𝑖R𝑖 (r𝑖 )), it computes

b𝑖←E1−1𝑖 (H (msg,G(r))−E2𝑖u𝑖 ) (where 𝑖 =0,1).
From the definition of Hybrid

0
, we can write Pr[Hybrid

0
= 1] =

AdvBLND (A).
InHybrid

1
, the only difference is the way of computing the NIZK

proof 𝜋PKE and 𝜋𝑀𝑄 . This scenario can be distinguished due to

the zero-knowledge property of the NIZK with an advantage de-

noted as Adv𝑁𝐼𝑍𝐾 (B). Thus adversary’s distinguishing advantage
inHybrid

1
differs from its distinguishing advantage inHybrid

0
by

negl(𝜆).
TheHybrid

2
differs fromHybrid

1
from theway of generating the

ciphertext 𝑐𝑡𝑖 in 𝛽𝑖 . Since PKE is IND-CPA secure, so the two hyrbids

are computationally indistinguishable. IfAdvPKE𝑀𝑄
(D) denotes the

advantage for the adversaryC in the honest signer blindness game in

Hybrid
2
, then the adversary’s distinguishing advantage inHybrid

2

differs from its advantage inHybrid
1
by at most negl(𝜆).

The only difference between Hybrid
2
and Hybrid

3
is in way of

masking the message. To mask the message, we have introduced a

commitment scheme, which is computationally hiding. Therefore,

due to the computationally hiding property of Com
MQ

, two hy-

bridsHybrid
2
andHybrid

3
are computationally indistinguishable.

Therefore, we can write, the difference in the adversary’s ability to

distinguish betweenHybrid
2
andHybrid

3
is negligible.

Note that, information theoretically the adversaryA in the hy-

bridHybrid
3
has zero advantage to guess the bit 𝑏. As a result, the

adversary’s distinguishing advantage inHybrid
0
must be negligible.

Hence the result follows.

□

5.2.2 One More Unforgeability (OMUF). In this part, we first de-

fine EUF-CMA, and EUF-KO-security of the underlying signature

scheme SIG= (KeyGen,Sign,Verify).
Definition 6 (EUF-CMA-security). The underlying signature

scheme SIG is considered EUF-CMA-secure if any polynomial-time
adversaryA has only a negligible advantage in the EUF-CMA game,
defined as follows.

AdvSIG (A) =Pr
[
Verify(vk,msg∗,𝜎∗ ) =1
msg∗ not queried

����� (sk,vk)←KeyGen(1𝜆 )
(𝜎,msg∗ )←ASign(sk,·) (vk)

]
The notationASign(sk,· ) (vk) signifies that the adversaryA has

access to the signing oracleOSign (sk,·). Also, the adversary does not
query on the message msg∗.

Definition 7 (EUF-KO-security). A signature scheme SIG is
EUF-KO-secure if any polynomial-time adversaryA has a negligible
advantage in the EUF-KO game. It is defined as follows.

AdvKO (A) =Pr
[
Verify(vk,msg∗,𝜎∗ ) =1

����� (sk,vk)←KeyGen(1𝜆 )
(𝜎,msg∗ )←A(vk)

]
Akey difference between the EUF-CMAgame andEUF-KO is that

the adversary in EUF-KO does not have access to the signing oracle.

We used UOV as the underlying signature scheme [15, 48]. The ex-

istential unforgeability (EUF-CMA) in the random oracle model of

the UOV signature scheme has been studied extensively in the litera-

ture [22, 26, 50, 55]. Note that, we have modified the UOV signature

to employ it in the blind signature settings. We call this modified

Signing Phase: Translated-UOV

1 : Ingredients. Three hash functions, and a XOF

2 : G : {0,1}∗→{0,1}2𝜆,H : {0,1}∗→F𝑚𝑞

3 : K : {0,1}∗→{0,1}2𝜆, and a XOF
4 : Inputs. msg ∈ {0,1}∗,sk= (𝑂 ),

5 : vk=P𝑈𝑂𝑉 , r
$←F𝑚𝑞 .

6 : Computes 𝜌 =G(r), t←H(msg,G(r) ) .
7 : seedE1←K(msg | | G (r) ), seedE2←K(msg | |seedE1 ),
8 : seedR←K(msg | |seedE2 ), E1←XOF(seedE1 )
9 : E2←XOF(seedE2 ), R←XOF(seedR )
10 : b←E−1

1
(t−E2R(r) ), s←P−1𝑈𝑂𝑉 (b)

11 : 𝜎 = (s,𝜌,seedE1 )

Figure 5: Translated-UOV Signature

Verification Phase: Translated-UOV

1 : Ingredients: Three hash functions, and a XOF

2 : G : {0,1}∗→{0,1}2𝜆,H : {0,1}∗→F𝑚𝑞 ,

3 : K : {0,1}∗→{0,1}2𝜆, and a XOF
4 : Inputs. r,msg, 𝜎, vk=P𝑈𝑂𝑉

5 : Computes 𝜌 =G(r), t←H(msg,G(r) )
6 : If 𝜌 does not match, then abort.

7 : If any seed is not matching, then abort.

8 : Compute t𝑡𝑒𝑚𝑝←E1P𝑈𝑂𝑉 (s) +E2R(r)
9 : Return 1, if t𝑡𝑒𝑚𝑝 = t, else 0.

Figure 6: Verification of the translated-UOV Signature

signature as translated-UOV, and we denote the signature scheme

as tran-UOV(𝑞,𝑛,𝑚) , where (𝑞,𝑛,𝑚) is the algorithm’s parameter.

We detail the signature algorithm in Figure: 5, and the verification

algorithm in Figure: 6. The key generation algorithm of tran-UOV

is the same as the key generation algorithm of the UOV-signature

scheme [15].

Lemma1demonstrates that tran-UOV(𝑞,𝑛,𝑚) isEUF-CMA-secure.

The security of tran-UOV relies on the hardness of theUOVproblem

and the gWMQ problem.We use a similar proof style like the UOV-

signature scheme [15]. Several UOV-based signature schemes [13,

40, 41] follow this approach.

Lemma 1 (EUF-CMA-security of tran-UOV). The translated
UOV-signature scheme is one-more-unforgeable under the UOV and
gWMQ assumptions when G andH are modeled as random oracles.
Basically for an adversaryA in the signature forgery game thatmakes
upto 𝑞ℎ random oracle queries and 𝑞𝑠 signing oracle queries, and has
advantages Adv𝑆𝐼𝐺 (A), then there exists an adversaryB that distin-
guishesUOVpublic keywithadvantageAdv𝑈𝑂𝑉 (B) andanadversary
C that solve the gWMQ with the advantage Adv𝑔𝑊𝑀𝑄 (C) in time
𝑡+(1+𝑞𝑠 +𝑞ℎ) ·poly(𝑞,𝑛,𝑚) so that,

Adv𝑆𝐼𝐺 (A) ≤Adv𝑈𝑂𝑉 (B)+𝑞ℎ ·Adv𝑔𝑊𝑀𝑄 (C)+
𝑞𝑠 (𝑞ℎ+𝑞𝑠 )

2
2𝜆

+ 1

𝑞𝑚
.
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To prove Lemma 1, we need two more lemmas. Lemma 2 gives a

reduction from the EUF-CMA-security of tran-UOV to its EUF-KO-

security. Further, we require Lemma 3. It presents a reduction from

UOV and gWMQ problem to the EUF-KO-security of tran-UOV

signature scheme. Combining these two lemmas, we establish the

claim of Lemma 1.

Lemma 2 (EUF-CMA to EUF-KO security). For a PPT adversary
A which runs against the EUF-CMA security game of the translated-
UOV signature scheme with parameter (𝑛,𝑚,𝑞) in the random or-
acle model and it makes 𝑞𝑠 signing oracle and 𝑞ℎ random oracle
queries. Then there exists an adversary B against the EUF-KO se-
curity of the translated-UOV signature, which runs in time 𝑡+𝑂 (𝑞𝑠 +
𝑞ℎ)poly(𝑛,𝑚,𝑞) so that the following conditions will hold.

AdvSIG (A) ≤AdvKO (B)+
𝑞𝑠 (𝑞𝑠 +𝑞ℎ)

2
2𝜆

Lemma 3 (UOV and gWMQ to EUF-KO-security). LetA be a
EUF-KO adversary that runs in time 𝑡 against the tran-UOV(𝑞,𝑛,𝑚)
signature in the ROM and it makes 𝑞 queries to the random oracle.
Then there exists an adversaries B against the UOV𝑛,𝑚,𝑞 problem
and C against the gWMQ𝑛,𝑚,𝑞 problem, that runs in time 𝑡 +𝑂 (1+
𝑞ℎ) poly(𝑞,𝑛,𝑚) so that, the following condition hold.

AdvKO (A) ≤Adv𝑈𝑂𝑉 (B)+(1+𝑞ℎ)Adv𝑔𝑊𝑀𝑄 (C)+
1

𝑞𝑚

We outline the main proof ideas for these lemmas in Appendix A.

We understood that the three lemmas collectively prove the under-

lying signature is EUF-CMA-secure in the ROM when G, K , and
H are implemented using cryptographically secure hash functions

like SHA-2 or SHA-3 [32]. Therefore, we can say that MQuBS is

OMUF, since the basic signature scheme is EUF-CMA secure and the

soundness and zero-knowledge property of NIZK proofs.

Theorem 5. The EUF-CMA security of the underlying signature
scheme and the soundness of NIZK proofs jointly implies the one-more
unforgeability of MQuBS. In particular, for any adversary A that
makes at most 𝑞𝑅𝑂 oracle queries in the OMUF game with advantage
Adv

MQuBS
(A), there exist adversaries B and C such that B chal-

lenges the soundness of the NIZK with advantage AdvSND (B) and
C targets the unforgeability of the basic signature scheme with ad-
vantage AdvSIG (C). The advantage ofA in breaking the one-more
unforgeability of the blind signature scheme is bounded by:

Adv
MQuBS

(A) ≤ (𝑞𝑅𝑂 +1)AdvSND (B)+AdvSIG (C) .

Proof. If the adversaryA successfully breaks the OMUF secu-

rity ofMQuBS, it must generate 𝑁 +1 valid message-signature pairs

after making 𝑁 queries to the blind oracle. Our goal is to use this

adversary to break the EUF-CMA security of the transUOV signa-

ture scheme. To achieve this, we design a simulator as follows. First,

we obtain the verification key and the hash functions—modeled

as random oracles—from the challenge oracle associated with the

transUOV signature. We then generate all necessary parameters for

MQuBS. Finally, we carefully manage the hash and signing queries

to complete the simulation.

In this proof, we assume that we can decrypt the ciphertext𝐶𝑇

to retrieve the witness r and the message msg. When a signing query

is received from the adversaryA, we first verify the proof 𝜋PKE. If

the verification succeeds, we proceed to decrypt𝐶𝑇 to retrieve the

witness r and the message msg. Due to the soundness property of
𝜋PKE, the adversary can only forge a valid proof with an advantage

of at most AdvSND (B). The successful verification ensures the well-
formedness of b and𝐶𝑇 , allowing us to assume the correctness of

the relation encoded in the proof. We then query the signing oracle

from the unforgeability game with the message (msg,r) and receive
the corresponding signature (𝜌,s,seedE1 ).

The adversary manages to generate (𝑞𝑅𝑂 +1) signed messages

(msg𝑖 ,𝜌𝑖 ,seedE1𝑖 ,𝜋𝑀𝑄𝑖
) for 𝑖 = 1,...,𝑞𝑅𝑂 +1. We can verify whether

each message was included in any of the earlier at most 𝑞𝑅𝑂 sign-

ing queries. There must be at least one signed message, that is,

(msg∗,𝜌∗,seed∗E1 ,𝜋
∗
𝑀𝑄
), for which msg∗ is not previously queried.

Using a NIZK extractor, we can extract a witness (s∗, r∗) for the
relation E∗

1
P(s∗) +E∗

2
R∗ (r∗) =H(𝜌∗,msg∗). This gives us a forged

signature (𝜌,s,seedE1 ) for the message (msg,r), which was not part
of anyprevious queries in theunforgeability game for theunderlying

signature. □

6 Parameter Selection
The security ofMQuBS fundamentally relies on several key aspects.

First, solving the quadratic system should be hard. Our scheme em-

ploys two quadratic systems: a random quadratic system R and the

UOV quadratic system. This leads to two critical observations.

1. Finding a solution in the𝑚 variables and𝑚 constraints random

quadratic system should be difficult.

2. Inverting the UOV map should be computationally hard, or

equivalently, retrieving an oil vector in the secret oil space should

be hard.

6.1 Communication Cost
We now recall the communication cost for each round of interaction.

Table 3 summarizes the communication costs incurred during each

round of interaction between the user, signer, and verifier. The size of

𝛽 , which is the output of the Sign
1
algorithm, is |𝐶𝑇 |+𝑚log𝑞+|𝜋PKE |.

The signer sends an𝑚log𝑞-bit string to theuser as theblind signature,

and the final signature size is |𝜎 |=4𝜆+|𝜋𝑀𝑄 |.
NIZK proof size for 𝜋PKE. As per the security level 𝜆, we pick

parameters from [42] for a hash-based NIZK proof to build the well-

formednessofb in𝜋PKE. For theMQ-basedPKE,weselectparameters

for HFERP from [43]. However, due to improved cryptanalysis of

HFERP [21] that has reduced its security, we carefully choose the

parameters for HFERP. Another NIZK proof is required for the well-

formedness of𝐶𝑇 . Since this is anMQ relation, a NIZK proof for MQ

will help us design this proof. Note that the proof size, |𝜋PKE |, is not
a part of the final signature 𝜎 .

Size of 𝜋𝑀𝑄 , NIZK Proof for the MQ problem: The proof 𝜋𝑀𝑄 is

included in the final signature. To minimize the signature size, we

need a small size NIZK proof. For this purpose, we employ VOLEitH-

based constructions. We compute the proof size using the formula

presented in the Subsection 5.3 of [20]. Unlike the standard case

where the number of variables equals the number of equations, in

our scenario, there are 𝑛+𝑚 variables and𝑚 equations present in

the quadratic system. This increases the proof size by 𝑛𝑟 log𝑞+ |𝜋 |
bits over the proof size |𝜋 | given in [20].

5
The term 𝑛𝑟 log𝑞 arises

because each iteration of the proof 𝜋𝑀𝑄 involves an additional 𝑛

5
The |𝜋 | denote the proof size of [20].
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Table 5: UOV- parameters according to [15]

UOV

NIST

SL

𝑛 𝑚 𝑞
|𝜎𝑈𝑂𝑉 |
(B)

|sk|
(B)

|vk|
(KB)

uov-Ip 1 112 44 256 128 48 43.576

uov-Is 1 160 64 16 96 48 66.576

uov-III 3 184 72 256 200 48 189.232

uov-V 5 244 99 256 260 48 446.992

Table 6: Proof size (KB) for our case
NIST

SL

Parameters

(𝑛,𝑚,𝑞) Table 5
MQDSS[55]

(KB)

with

Helper

(KB)[10]

MPCitH

(KB)[34]

TCitH

(KB)[35]

VOLEitH

(KB)[20]

1 (112,44,256) 85.184 22.262 9.061 5.9 5.455

1 (160,64,16) 81.664 21.212 8.261 5.369 4.968

3 (184,72,256) 198.816 74.288 19.897 13.529 12.535

5 (244,96,256) 367.488 170.944 35.053 24.5371 22.784

variables, with 𝑟 being the total number of rounds repeated to boost

the soundness error.

6.2 Parameters Selection
We follow the security level (SL) definitions provided by the Na-

tional Institute of Standards and Technology (NIST) [25]. First, we

set the parameters for the underlying signature scheme based on the

security parameter 𝜆. After configuring the UOV parameters and

constructing the quadratic system
˜P, we then design the parameters

for the NIZK proof 𝜋𝑀𝑄 .

Parameters for UOV-signature. Based on the security parameter 𝜆,

we first configure the parameters for the underlying UOV signature

scheme as outlined in the UOV specifications document [15]. Table 5

presents the parameters for UOVacross different security levels: 128-

bit (SL-1), 192-bit (SL-3), and 256-bit (SL-5). Specifically,𝜆 determines

the values of 𝑞, 𝑛, and𝑚, which represent the field size, the number

of variables, and the number of homogeneous quadratic equations

needed to construct the UOV public key P𝑈𝑂𝑉 , respectively.
Suppose 𝜆 = 128 bit, then as per uov-Is of the Table 5, 𝑛 = 160,

𝑚=64, and𝑞=16. For 128-bit security level, the size of 𝜋Com is 47KB.

Hence the size of blind message is 2∗128+64∗ log16+ |𝜋Com |-bits.
This leads to the size of a blind message 𝛽 is 47.288KB. Based on the

parameters uov-Is in Table 5, the size of𝜓 is 96 bytes. To determine

the total size of the final signature 𝜎 , we must also calculate the size

of 𝜋𝑀𝑄 .

Parameters for NIZK proof 𝜋𝑀𝑄 .Nowwe turn our attention to the

NIZK. The homogeneous multivariate quadratic system
˜P has (𝑛+

𝑚) variables and𝑚 equations and defined overF𝑞 . SinceP𝑈𝑂𝑉 has𝑛

variables andR has𝑚 variables.TheuserpreparedaNIZKproof𝜋𝑀𝑄

which involves the quadratic system
˜P. The parameters for 𝜋𝑀𝑄 are

underlying field size, number of variables, number of constraints,

and the number of repetition to achieve the soundness property of

the NIZK. Earlier, we fixed field size, number of variables, number of

constraints. According to the security level number of repetition 𝑟 .

The NIZK proof 𝜋𝑀𝑄 for our multivariate blind signature can be

implemented using several techniques, including Sakumoto et al.’s

five-round NIZK [56], Beullens’s helper approach [10], the MPCitH

framework [34], the TCitH paradigm [35], and the VOLEitH tech-

nique [20]. To compute the proof size of𝜋𝑀𝑄 , we follow the formulas

presented in each of these references. The table 6 illustrates the proof

size for various security levels.

Table 7: Key and signature sizes forMQuBS at various security levels.
NIST

SL

|sk|
(B)

|vk|
(B)

U→S
(B)

S→U
(B)

|𝜎 |
(KB)

MQuBS.SL-1p 48 43.576 352 896 5.5

MQuBS.SL-1s 48 66.576 256 640 5

MQuBS.SL-3 48 189.232 576 1472 12.65

MQuBS.SL-5 48 446.992 768 1952 23

6.3 Size of the Keys and Signature
Keys sizes forMQuBS. In theMQuBS.KeyGen algorithm (see Algo-

rithm 2), we noted that the UOV key generation algorithm is used

to produce the public and secret keys. As a result, the key sizes are

determined entirely by the UOV signature algorithm. Thus, Table 5

also reflects the key sizes forMQuBS. Table 7 shows the key and

signature sizes of theMQuBS blind signature algorithm for different

security levels.

Size ofMQuBS final signature 𝜎 . The final signature has a seed,
G(r), and a NIZK proof 𝜋𝑀𝑄 . Therefore, the signature size is 4𝜆+
|𝜋𝑀𝑄 |. According to Table 6, the most efficient NIZK proof has a

proof size of 4.968KB for our parameters. Hence, the size of the final

signature according to the formula 4𝜆+|𝜋𝑀𝑄 | is 5KB (approximately)

for SL-1.

7 Conclusion
In thiswork,we investigatedmultivariate PQBS schemes. Currently,

the most efficient PQ blind signatures are based on the lattice as-

sumption. There is very little exploration for other quantum hard

problems in the context of designingBS. So, we decided to use multi-

variate assumptions.Weare thefirst to adapt Fischlin’s framework in

multivariate settings. Our construction used the well-studied UOV

signature as the underlying signature. TheUOV signature is also sub-

mitted in the NIST additional round PQ-signature standardization

process [52]. We established that it offers blindness, and one-more
unforgeable.We also introduced the gWMQ problem. The security of

our construction relies on the hardness of UOV and gWMQ problem.

MQuBS used an efficient and shorter NIZK proof for a solution to

the MQ problem. This eliminated one of the major shortcomings of

the lattice-based blind signatures.We gave a shorter signature size of

5KB for a 128-bit PQ security level.We compared our resultswith the

state-of-the-art round-optimal post-quantum blind signatures. The

lattice-based blind signature proposed by Agrawal et al. [1] offered
a 45KB signature scheme, while an upgraded version proposed by

Beullens et al. [16] offered a 22KB signature size. This concludes

that our design MQuBS offers the shortest signature among PQ

round-optimal blind signatures.

However, the main challenge in multivariate cryptography is the

efficient PKE. Our construction uses PKE as encryption to the sky.
It would be more beneficial if we could remove the dependency on

MQ-based PKE to build a BS. Although the hardness of the problem

relies on the MQ problem, another open issue is proving blindness

and anonymity in the QROMmodel. Thus, we leave two open prob-

lems: removing the dependency onMQ-based PKE to build a BS and

proving blindness and anonymity in the QROMmodel.
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A Security Proofs
Proof of Theorem 1: The Correctness ofMQuBS

Theorem 1. For properly executedMQuBS(𝑛,𝑚,𝑞,𝑟 ) protocol, if the
signature on message msg is generated as 𝜎 . Then the expression

MQuBS.Verify(vk,𝜎,msg)=1 holds with probability 1.

Proof. Suppose the probability of correctness forMQuBS is de-

noted by Pr
MQuBS

, which is defined as the following probability:

Pr

[
MQuBS.Verify(vk,𝜎,msg) =1

�����(sk,pk)←MQuBS.KeyGen(1𝜆 )
𝜎←MQuBS.Sign(msg,sk,vk)

]
.

Now the correctness of UOV signature algorithm is denoted by

Pr𝑈𝑂𝑉 , and defined as following.

Pr

[
UOV.Verify(P𝑈𝑂𝑉 ,s
,msg) =1

����� (𝑂,P𝑈𝑂𝑉 )←UOV.KeyGen(1𝜆 )
s←UOV.Sign(msg,O,PUOV )

]
.

Similarly, the correctness of NIZK proofs is defined as follows.

Pr

[
NIZK.Verify(𝑥,𝜋 ) =1
(𝑥,𝑤 ) ∈Relation

����� st←SetUp(1𝜆 )
𝜋←NIZK.Proof (𝑥,𝑤,Relation,st)

]
Since the correctness of the UOV signature, and the correctness of

NIZK proofs ( both 𝜋PKE, and 𝜋𝑀𝑄 ) are independent of each other,

the correctness ofMQuBS can be expressed as follows.

Pr
MQuBS

=PrUOV×Pr𝜋
First, thesignerverifies theNIZKproof𝜋PKE for thewell-formedness

of b and𝐶𝑇 , as the correctness of the NIZK proof guarantees its va-

lidity. If the proof is correct, the signer proceeds to compute the

signature.

In the second step, we show that, at the end of the interactive

process, the user obtains s as a pre-image of b under the map P𝑈𝑂𝑉 .
The correctness of UOV signature ensures that P𝑈𝑂𝑉 (s)=b holds.
Therefore, we can say that, user has a solution (s,r) of the system
˜P(x1,x2) = t, that is t = ˜P(s, r) = E1P𝑈𝑂𝑉 (s) + E2R(r). Hence,
correctness of the UOV signature algorithm is Pr𝑈𝑂𝑉 =1.

In the third part, we use the correctness of the 𝜋𝑀𝑄 protocol (see

[20]). An honest prover (in our case, the user) provides a NIZK proof

𝜋𝑀𝑄 for a quadratic system. This correctness of the NIZK proof

𝜋𝑀𝑄 ensures that a proof generated by an honest user who knows a

solution to the public system
˜P will be verified by an honest verifier

with probability 1.

First random oracle programming: G(r)
1 : if ∃ 𝜌 ∈ {0,1}2𝜆 : (r,𝜌 ) ∈ ListG
2 : 𝜌←{𝜌1 ∈ {0,1}2𝜆 | (r,𝜌1 ) ∈ ListG }
3 : return 𝜌

4 : 𝜌←{0,1}2𝜆

5 : ListG =ListG ∪ { (r,𝜌 ) }
6 : return 𝜌

Second random oracle programming:K(msg,𝜌)
1 : if ∃ seed ∈ {0,1}2𝜆 : (seed,msg,𝜌 ) ∈ ListK
2 : seed←{seed1 ∈ {0,1}2𝜆 | (seed1,msg,𝜌 ) ∈ ListK }
3 : return seed

4 : seed←{0,1}2𝜆

5 : if (r,𝜌 ) ∈ ListG
6 : ListK =ListK ∪ { (seed,msg,𝜌 ) }
7 : else

8 : 𝜌←{0,1}2𝜆

9 : ListG =ListG ∪ { (r,𝜌 ) }
10 : ListK =ListK ∪ { (seed,msg,𝜌 ) }
11 : return seed

Figure 7: Two RandomOracle Programming

Now, combine all values to compute the correctness ofMQuBS.

Finally, Pr
MQuBS

=1. Therefore, combining all the probabilities, we

can claim that the verifier ofMQuBS blind signature will correctly

verify the signature with overwhelming probability. □

Proof of Lemma 2: EUF-CMA to EUF-KO-security
Statement. Let A be a PPT adversary, which runs against the

EUF-CMA security game of the translated-UOV signature scheme

with parameter (𝑛,𝑚,𝑞) in the random oracle model and it makes

𝑞𝑠 signing oracle and 𝑞ℎ random oracle queries. Then there exists

an adversary B against the EUF-KO security of the translated-UOV

signature, which runs in time 𝑡+𝑂 (𝑞𝑠 +𝑞ℎ)poly(𝑛,𝑚,𝑞) so that the
following conditions will hold.

AdvSIG (A) ≤AdvKO (B)+
𝑞𝑠 (𝑞𝑠 +𝑞ℎ)

2
2𝜆

Proof. The proof start with simulating theHash and the Signing

oracles. The EUF-KO adversary B follows the following steps. It

has the public key P𝑈𝑂𝑉 and it starts simulating A on the input

P𝑈𝑂𝑉 . The adversaryB starts simulating the random oracle queries

by maintaining lists. To simulate the signing oracle for the adver-

sary, we assume hash function G,K andH as random oracles (RO),

producing outputs that follow a random distribution and remain

consistent for repeated queries.

Hash oracle simulation. To manage hash queries, we maintain

three lists: ListG , ListK (see Algorithm 7) and ListH (see Algo-

rithm 8). For each new query, G randomly selects 𝜌 ∈𝑈 {0,1}2𝜆 .
Similarly, for each new queryK randomly selects seed∈𝑈 {0,1}2𝜆 .
Simultaneously, the oracleH computes and lists three seeds seed←
(seed1,seed2,seed3) to construct E1, E2, and R. It also selects a

14
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Third random oracle programming:H(msg,𝜌)
1 : if ∃ t ∈ F𝑚𝑞 : (t,msg,𝜌,seed) ∈ ListH
2 : t←{t1 ∈ F𝑚𝑞 | (t1,msg,𝜌 ) ∈ ListH }
3 : return t

4 : if ( ·,msg,𝜌 ) ∈ ListK
5 : E1←XOF(seed1 )
6 : else

7 : seed1 ∈ {0,1}2𝜆

8 : ListK =ListK ∪ { (seed1,msg,𝜌 ) }

9 : seed2 ∈ {0,1}2𝜆, seed3 ∈ {0,1}2𝜆

10 : ListK =ListK ∪ { (seed2,msg,seed1 ) }
11 : ListK =ListK ∪ { (seed3,msg,seed2 ) }
12 : E2←XOF(seed2 ), R←XOF(seed3 )
13 : sample s ∈ F𝑚𝑞
14 : set t←E1P(s) +E2R(r)

15 : sample s
$←F𝑛𝑞 , and compute P𝑈𝑂𝑉 (s)

16 : seed←(seed1,seed2,seed3 )
17 : ListH =ListH∪{ (t,msg,𝜌,seed) }
18 : List′H =List′H∪{ (r,t,s) }
19 : return t

Simulating signing oracle: OSign (msg,r)
1 : 𝜌←G(r)
2 : t←H(𝜌,msg)
3 : (r′,s′ )← { (r′,s′ ) ∈ F𝑚𝑞 ×F𝑛𝑞 | (r′,s′,t) ∈ List′H }
4 : if r′≠r,abort

5 : return s′

Figure 8: Oracle Programming forH and OSign.

random s ∈𝑈 F𝑛𝑞 and computes t←E1P(s) +E2R(r). Because P is

uniformly distributed and R is a randommap, t is statistically indis-
tinguishable from a uniform random distribution. The pre-image

(r,s) is stored in a new list, List′H , which tracks the pre-images for

all t values output byH .

Signing oracle OSign.We start with simulating the signing oracle

for the adversary. Since we are assuming G,K andH are random

oracles (RO), so the output of the oracle follows random distribu-

tion. Additionally, outputs are consistent for repeated queries. To

ensure consistency, the algorithm uses three lists, ListG , ListK
and ListH to handle random oracle queries. For random outputs,

G samples 𝜌 ∈𝑈 {0,1}2𝜆 for each new query. The oracle K helps

to compute seed for random outputs. NowH compute three seeds

usingK and generates E1, E2 and R using the XOF. It also generates

a random s ∈𝑈 F𝑛𝑞 and computes t←E1P(s)+E2R(r). Clearly, t is
statistically indistinguishable from the uniform random distribution.

Since P has uniform and R is a random map. Now the pre-image

(r,s) is listed in a new list List′H . The list List
′
H contains pre-image

(r,s) for t that ever been output byH .

When the adversaryA asks for a signature on (msg,r), B follows

the earlier step. It outputs (𝜌,s,seedE1 ) as signature to the adver-
saryA. However, it aborts when r≠r′. Now, whenA outputs the

message-signature pair, the adversaryB outputs the same pair.

The time complexity to perform these steps is 𝑡 + 𝑂 (1 + 𝑞ℎ +
𝑞𝑠 )poly(𝑞,𝑛,𝑚). So the only thing that remains in the proof is to

compute the probability ofB to succeed the EUF-KO game.

Hybrid0 : This game is played by the adversary A against the

EUF-CMA game of the translated−UOV signature. Hence, from the

definition, Pr[Hybrid0=1]=AdvSIG (A) .
Hybrid1 : The hybrid Hybrid1

is identical with Hybrid
0
, except

that the game aborts and outputs 0, if to answer a signing query

(msg,r), the random oracle already queried on input (msg,r). Hence
the probability of an abort is at most

(𝑞𝑠+𝑞ℎ )
2
2𝜆 for each signing query.

Hence the total probability of an abort is
𝑞𝑠 (𝑞𝑠+𝑞ℎ )

2
2𝜆 . So we have,

Pr[Hybrid
1
()=1] ≥Pr[Hybrid

0
()=1]− 𝑞𝑠 (𝑞𝑠+𝑞ℎ )

2
2𝜆 .

Hybrid2 : This game is the EUF-KO game played by the adver-

saryB. If the earlier game does not abort, then the views ofA are

same in both hybrids. Since there is no abort, so B simulates the

random oracles perfectly. As per UOV signature, v∈F𝑛𝑞 is random,

so o is random; and hence s is random. The other values in the sig-

nature 𝜌, seedE1 is also random due their properties. Finally, the

probability thatA outputs a forgery inHybrid1 is at least as big as

the probability that it outputs a forgery inHybrid2. Therefore, we

have AdvKO (B) > Pr[Hybrid1 () = 1] . Hence, by combining all the

inequalities, we arrive at the final result. □

Proof of Lemma 3: The EUF-KO-security
Lemma 4 (UOV and gWMQ to EUF-KO-security). LetA be a

EUF-KO adversary that runs in time 𝑡 against the tran-UOV(𝑞,𝑛,𝑚)
signature in the ROM and it makes 𝑞 queries to the random oracle.
Then there exists an adversaries B against the UOV𝑛,𝑚,𝑞 problem
and C against the gWMQ𝑛,𝑚,𝑞 problem, that runs in time 𝑡 +𝑂 (1+
𝑞ℎ) poly(𝑞,𝑛,𝑚) so that, the following condition hold.

AdvKO (A) ≤Adv𝑈𝑂𝑉 (B)+(1+𝑞ℎ)AdvgWMQ
(C)+ 1

𝑞𝑚

Proof. The following hybrids help to construct the proof.

Hybrid
0
: This hybrid is played by the adversaryA against the

EUF-KO game.

Hybrid
1
: This hybrid experiment is structurally identical to the

previous one, with a primary difference in the key generation phase.

Specifically, the challenger samples a uniformly random polynomial

map P : F𝑛𝑞 → F𝑚𝑞 in place of the structured map PUOV. Conse-
quently, if the adversary B is provided with PUOV, the experiment

corresponds to Hybrid
0
; if it is provided with the random map P,

it corresponds toHybrid
1
. In the case where B receives P, it com-

putes the matrix representations of the component polynomials

{P(1)
𝑖

,P(2)
𝑖

,P(3)
𝑖
}𝑖∈[𝑚] constituting P. Subsequently, it samples a

seed seed and queries the oracleA on the input {seed,P(3)
𝑖
}𝑖∈[𝑚] .

The adversary’s distinguishing advantage between the two hybrids

is thus defined as

AdvUOV (B)=
��
Pr[Hybrid

0
()=1]−Pr[Hybrid

1
()=1]

��.
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Hybrid
2
: We now proceed to the next hybrid. In this experiment,

the adversary C operates against an instance of the generalizedWit-

ness Multivariate Quadratic (gWMQ) problem. Given an instance

(P,R,E1,E2,t), the adversary C performs the same steps as in the

previous hybrid. The primary difference lies in the decision proce-

dure. Specifically, C selects an index 𝑙 ∈ [𝑞ℎ] uniformly at random,

corresponding to one of the 𝑞ℎ distinct random oracle queries made

by A. It then programs the oracle to return H(msg,G(r)) as the
response to the 𝑙-th distinct query. IfA outputs a valid signature

(msg, r;𝜌, s,seedE1 ), then C checks whether (msg, r) was the 𝑙-th
random oracle query. If so, C outputs (𝜌, s); otherwise, it aborts.
Since the view of A in this hybrid is identical to that in Hybrid

1
,

the probability that it outputs a valid signature is Pr[Hybrid
1
()=1].

The probability thatA produces a valid signature without having

queried the random oracle on (msg,r) is at most 1/𝑞𝑚 .

Information-theoretically,A does not know the index 𝑙 . Hence,

the probability that it outputs a valid forgery corresponding to the

𝑙-th random oracle query is at most 1/(1+𝑞ℎ). Therefore, we obtain
the following lower bound on the advantage of C in solving the

gWMQ problem:

Adv
gWMQ

(C) ≥

(
Pr[Hybrid

1
()=1]− 1

𝑞𝑚

)
1+𝑞ℎ

.

Combining all the hybrids, we derive the final bound:

AdvKO (A) ≤AdvUOV (B)+(1+𝑞ℎ) ·AdvgWMQ
(C)+ 1

𝑞𝑚
.

□

B Algebraic Cryptanalysis
In this section,wedescribepossiblealgebraicattacksagainstMQuBS.

B.0.1 Attack on theCom𝑀𝑄 . We proved the security of our com-

mitment scheme relies on the gWMQ problem. To find a collision in

our commitment scheme, an attacker tries to solve Equation 5which

is an instance of gWMQ problem. To our best knowledge, there is

no better algorithm known for theWMQ problem [13].

Since the quadratic mappings are generated randomly, and the

inversion of any random quadratic map is challenging, therefore

computing (r1,r2) is presumed to be as hard as solving the MQ prob-

lem. To find (r1,r2) using the MQ-solving algorithm, the attacker

will perform the following steps.

The attacker starts by selecting a random𝑚-tuple radv, followed
by the computation of R1 (radv). The only remaining unknown in

the Equation 5 is R2 (r2). Consequently, the adversary must tackle

the MQ problem to ascertain r2.
The alternative method to find a solution (r1,r2) is to use an al-

gorithm that solves the k-SUM problem. It’s worth noting that t
represents the sum of two functions with independent inputs. The

adversary simplifies the task of finding a pre-image of the quadratic

map to an instance of the 𝑘-sum problem.

Initially, the attacker constructs two lists, List1 and List2
. Here,

these lists has the evaluations of E′
12
R1 (x), and E′

22
R2 (x) respec-

tively. Subsequently, the adversary searches for one value in each

list to ensure that their sum equals t. This task can be done in𝑂 (𝑞𝑚)
time using theWagner 𝑘-tree algorithm [60].

B.0.2 Beullens’s [14] attack is not applicable. Since in our case, we
have random polynomials, so the Equation 5 remains quadratic.

Therefore, Beullens’s polar form attack [14] can not convert the

quadratic system to a linear system.

B.0.3 Direct Attack. The most fundamental attack on UOV and

many othermultivariate cryptosystems is the direct attack. Here, the

attacker picks a message msg∗ and a salt G(r), computes their hash

value t, and then focuses on uncovering a preimage s,r for t using
quadratic system-solving techniques under the quadratic system

˜P. At first, the attacker converts the underdetermined system to a

system with𝑚′ =𝑚−1 equations in 𝑛′ =𝑚−1 variables using the
approach developed by Thomae andWolf [59]. Then it runs the hy-

bridWiedemannXL algorithm [9] to find a solution for the quadratic

system. The time complexity of this algorithm is as follows.

min

𝑘
𝑞𝑘 ·3

(
𝑛′−𝑘+𝑑𝑛′−𝑘,𝑚

𝑑𝑛′−𝑘,𝑚

)
2

·
(
𝑛′−𝑘+2

2

)
(2𝑟2+𝑟 )

and represents the expenditure associated with the direct assault

on UOV. Here, 𝑑𝑁,𝑀 denotes the operational degree of XL, which

is defined as the smallest 𝑑 >0 such that the coefficient of 𝑡𝑑 in the

power series expansion of

(1−𝑡2)𝑀

(1−𝑡)𝑁+1

is non-positive.

B.0.4 Min-Rank Attack. The attacker can use amin-rank algorithm

to find the secret of the quadratic map
˜P. In our case, the secret oil

space of the quadratic map
˜P is 𝑂̃ = {(s,r) :s,r∈F𝑚𝑞 }. The dimension

of the secret oil space 𝑂̃ is 2𝑚.

In the MinRank attack, the adversary aims to find a linear combi-

nation𝑄 of the public polynomials represented bymatrices 𝑃1,···,𝑃𝑚
in a quadratic system P, such that the rank of𝑄 does not exceed a

specified threshold 𝑟 . Mathematically, this can be expressed as:

𝑄 =

𝑚∑︁
𝑖=1

𝑐𝑖 ·𝑃𝑖

where 𝑐𝑖 are the coefficients chosen by the adversary, and the objec-

tive is to minimize rank(𝑄) subject to rank(𝑄) ≤𝑟 . Various methods

have been developed to address theMinRank problem, ranging from

linear algebraic techniques to specialized algorithms such as the

Kipnis-Shamir method andMinors Modeling [2, 49].

B.0.5 Intersection Attack. The intersection attack builds upon the
principles underlying the Kipnis-Shamir method and integrates a

system-solving strategy akin to the reconciliation attack [11]. This

attack is used to find 𝑘 vectors within the secret oil space 𝑂̃ , defined

as the collection of vectors u in F𝑛𝑞 satisfying ˜P(u)=0𝑚 . By solving

a system of quadratic equations, the attack endeavours to locate a

vector common to the intersections of M𝑖𝑂 for 𝑘 different matri-

ces M𝑖 . Successful execution of the attack relies on the existence

of a non-empty intersection, which occurs when 𝑛 < 2𝑘−1
𝑘−1 𝑚. The

primary computational effort involves solving a random system of

equations with 𝑀 =
(𝑘+1
2

)
𝑚−

(𝑘
2

)
equations in 𝑁 = 𝑘𝑛− (2𝑘 − 1)𝑚

variables. In the context of UOVwith 𝑘 =3, the certainty of finding

a non-trivial intersection is not guaranteed, thus the effectiveness of
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the attackmayvary.However, analysis suggests that for these param-

eters, the intersection is non-trivial with a probability of 1/(𝑞−1).
Consequently, the attack may need to be repeated approximately

𝑞−1=15 times on average, rendering it more cost-effective than a

single attack employing 𝑘 =2.

C Basic Cryptographic Primitives
C.1 Commitment Schemes
A commitment scheme Com= {Com.Setup,Commit,Open} enables
a user to commit to a message while keeping it hidden from the

verifier at the time of commitment. Subsequently, the verifier can

open the commitment to verify the value.

Com.Setup(1𝜆)→crs. It takes a security parameter 𝜆 as input

and outputs a common reference string (CRS) crs.

Commit(crs,𝜇;𝑟 )→𝑐 . The user first commits a chosen message

𝜇 using a crs and randomness 𝑟 . The resultant value 𝑐 is known as

committed value. The user sends the 𝑐 to the receiver.
Open(crs,𝜇,𝑟,𝑐)→0/1. In the opening phase, the user sends the

crs, 𝜇, and 𝑟 to the verifier to check whether the committed value c

is valid or not. After opening the commitment, the verifier outputs

1 if accept, else 0.

C.1.1 Security properties of a commitment scheme. In the following,
we define key security properties of a commitment scheme.

Correctness.A Com is considered correct if, for every 𝜆 ∈N, any
message 𝜇, and a correctly generated crs← Com.Setup(1𝜆), the
following expression holds:

Pr

[
Open(crs,𝜇,𝑟,𝑐 ) =1

�����crs←Com.Setup(1𝜆 )
𝑟←{0,1}𝜆, 𝑐←Commit(crs,𝜇;𝑟 )

]
=1

Perfectly binding.A commitment scheme is known to be binding if,

for any two different chosen messages, the committed value should

be different.

Definition8(Perfectlybinding). Acommitment schemeCom=

{Com.Setup, Commit, Open} is perfectly binding, if for any 𝜆 ∈N,
crs← Com.Setup(1𝜆), and for two different message 𝜇0 ≠ 𝜇1, the
following conditions hold for at least one 𝑖 ∈ {0,1}.

Pr[Open(crs,𝜇𝑖 ,𝑟𝑖 ,𝑐)=1]=0

Computationally hiding. This property ensures that no informa-

tion about the message can be inferred from its commitment as long

as the openings remain hidden.

Definition 9 (Computationally hiding). ACom is computa-
tionally hiding if, for any probabilistic polynomial-time (PPT) algo-
rithmA and for all 𝜆 ∈N, the following conditions are satisfied.

Pr

A(𝑐 ) =𝑏
�������
crs←Com.Setup(1𝜆 )
𝑚0,𝑚1←A(crs),𝑏←{0,1}
𝑟←{0,1}𝜆, 𝑐←Commit(crs,𝜇𝑏 ;𝑟 )

 =1
C.1.2 Security properties of a proof system. The key security prop-
erties of a NIZK proof system are outlined below.

Definition 10 (Completeness). The completeness property en-
sures that, for any security parameter 𝜆 ∈N, crs←NIZK.SetUp(1𝜆),
and a random instance 𝑥 ∈ L with its corresponding witness𝑤 , the
following expression will hold.

Pr

[
NIZK.Verify(crs,𝑥,𝜋 ) =1

�����crs←NIZK.SetUp(1𝜆 )
𝜋←NIZK.Prove(crs,x,w)

]
=1

Definition 11 (Soundness). ANIZK proof is considered compu-

tationally sound if, for every stateful PPT adversaryA and for each
𝜆 ∈N, there exists a negligible function negl(𝜆) such that the following
condition holds.

Pr

[
NIZK.Verify(crs,𝑥,𝜋 ) =1 ∧ 𝑥 ∉L

�����crs←NIZK.SetUp(1𝜆 )
(𝑥,𝜋 )←A(1𝜆,crs)

]
≤ negl(𝜆)

Definition 12 (Knowledge extractor). A PPT extractorW of
aNIZK proof system is aid to be a knowledge extractor, if for every
PPT adversaryA and all 𝜆 ∈N the following conditions hold.

Pr


NIZK.Verify(crs,𝑥,𝜋 ) =1

∧
𝑤=W(𝑥,𝜋 ) is not a valid
witness for 𝑥 ∈ L

�������crs←NIZK.SetUp(1𝜆 )
(𝑥,𝜋 )←A(1𝜆,crs)

 ≤ negl(𝜆)
C.2 Zero Knowledge Proof forMQ problem
Sakumoto et al [55] first built a three-round and a five-round zero-

knowledge proof from theMQ problem. The soundness error for the

five round protocols is
1

2
+ 1

2𝑞 where the three round protocol has the

soundness error
2

3
. This clearly shows that the five-round protocol is

much more practical. Later, Beullens used helper to further reduced
the soundness error to

1

𝑞′ (𝑞
′
is any number bounded by the field

size 𝑞) and made it more practical [10]. However, this needs a lot of

computation. To overcome these issues, Feneuil used the MPC-in-

the-Head paradigm and built a ZKP for the MQ problem [33].

The MPC-in-the-Head paradigm offers a flexible framework for

crafting zero-knowledge proofs of knowledge, leveraging the secure

multi-party computation (MPC) techniques [44]. In this paradigm,

the prover divides the secret witness and, mentally, engages in an

MPC protocol with 𝑁 parties, independently committing to each

party’s view. The verifier then challenges the prover to disclose the

views of a random subset of parties. Due to the privacy of the MPC

protocol, no information about the witness is revealed, ensuring the

zero-knowledge property. Conversely, a malicious prover attempt-

ing to deceive at least one party will likely be exposed by the verifier,

ensuring the soundness property. When combined with the Fiat-

Shamir transform, the MPCitH paradigm becomes a valuable tool

for constructing practical signatures. The security of the resulting

scheme depends solely on the security of the commitment and hash

functions, as well as the security of a one-way function—wherein

we employ the MQ problem as one such function.

C.2.1 MPC protocols for the MQ problem. Consider a scenario

where the prover seeks to demonstrate knowledge of the solution

vector, denoted as x, for the quadratic system P. In this context,

even without direct access to x, the verifier can be convinced of

the prover’s knowledge through a proof accompanied by the tuple

⟨w,P⟩. Here, w = P(x) represents the evaluation of P at x. This
quadratic system is expanded below.

𝑤1=x⊤𝑃1x

𝑤2=x⊤𝑃2x

.

.

.

𝑤𝑚 =x⊤𝑃𝑚x

Here,𝑃𝑖 denotes amatrix representationof ahomogeneousquadratic

polynomial 𝑝𝑖 in the quadratic system P andw := (𝑤1,𝑤2,···,𝑤𝑚) ∈
17
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F𝑚𝑞 . Now the above systemcanbe easily batched (according to [7, 33])

as follows.

𝑚∑︁
𝑖=1

𝛾𝑖 (𝑤𝑖−x⊤𝑃𝑖x)=0

𝑚∑︁
𝑖=1

𝛾𝑖 (𝑤𝑖 )=
𝑚∑︁
𝑖=1

𝛾𝑖x⊤𝑃𝑖x

=

𝑚∑︁
𝑖=1

𝛾𝑖x⊤𝑃𝑖x

= ⟨x,p⟩ where p= (
𝑚∑︁
𝑖=1

𝛾𝑖𝑃𝑖 )x

Here, 𝛾𝑖 sampled randomly from an extension field F𝑞𝜂 . To prove,
the solution, it is enough to prove the following identity.

w= ⟨x,p⟩; wherew=

𝑚∑︁
𝑖=1

𝛾𝑖 (𝑤𝑖 ) .

The only remaining task is to deploy anMPC protocol that verifies

three matrices𝑋 ,𝑌 , and𝑍 , ensuring that𝑍 is the product of𝑋 and

𝑌 . The literature contains establishedMPC protocols for checking

inner products or matrix multiplication, which are extensively used

[5, 6, 27, 46].
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