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Abstra
tEmerging multimedia appli
ations, su
h as digital versatile disk and high def-inition television, demand higher quality video than ever before. With in
reasedmarket a

eptan
e of su
h appli
ations, the Motion Pi
ture Expert Groups' (MPEG)MPEG-2 standard is being widely used. There arises a need for fast and eÆ
ient videode
oder that 
an de
ode MPEG-2 bitstream in real time without 
ompromising onvideo quality or overloading the system.In our 
urrent work, we have developed a 
o-hardware/software video de
odermodel for MPEG-2 mainpro�le�mainlevel video bitstreams. The de
oder uses anasso
iative array pro
essor - Asso
iative Real Time Vision Ma
hine (ARTVM), forinverse dis
rete 
osine transform (IDCT) 
omputation. The IDCT 
omputation isdone in parallel for all the blo
ks of a single frame. The simulation results show thatthe proposed de
oder model meets the real time de
oding requirements very easily.
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Chapter 1
Introdu
tion
1.1 MotivationDigital video is basi
ally 
olle
tion of related digital frames displayed at a rate ofabout 25 frames per se
ond. Sin
e its in
eption digital video has introdu
ed manynew te
hnologies. Digital versatile disk (DVD), high de�nition television (HDTV),video 
onferen
ing, video on demand are a few of digital video appli
ations. Digitalvideo provides mu
h more than better pi
ture quality. Ease of manipulation, losslessdupli
ation and transmission are a few of the advantages of digital video.Digital frames are basi
ally 2-D array of pixels. Ea
h pixel holds 
olor informationof a parti
ular small region of the pi
ture. Digital video is usually 
oded along withdigital audio as there are very few appli
ation whi
h use digital video alone. Althoughdigitization of video & audio has led to many new appli
ations, digital video & audioin un
ompressed form results in enormous amount of data that 
annot be handledby present network bandwidths and storage 
apa
ities available. Hen
e a need for
ompression arises. In fa
t video and audio data have so mu
h redundan
ies in it thatusing them in un
ompressed format is a waste of resour
es. There have been manystandards made for en
oding of digital video & audio in an eÆ
ient format [16℄.MPEG family of standards [12℄ for motion pi
tures is one of the widely a

eptedstandards. Various versions of MPEG standard have been developed taking in 
on-sideration the fa
t that en
oding is usually one time job and de
oding needs to bedone at many times, hen
e de
oding pro
ess should be simpler. Several software and1



hardware MPEG de
oders ( [15, 14, 8, 9℄) have been developed so far. The 
omplex-ity and 
omputational requirements of MPEG de
oding pro
ess makes the softwarede
oders unsu

essful, as even on very fast pro
essors MPEG de
oding is barely realtime and it slows down the entire system. Dedi
ated hardware MPEG de
oders havethe disadvantage of be
oming obsolete as new standards emerge. Further they are not
ost e�e
tive as they 
an not be used in appli
ations other than the MPEG de
oding.In this thesis we have simulated a 
o-hardware/software video de
oder model forMain Pro�le at Main Level (MP�ML) MPEG-2 
oded motion pi
tures. The proposedde
oder model uses the pro
essor only for bit-stream parsing and frame display, the
omputationally most intensive part of Inverse Dis
rete Cosine Transform (IDCT) isdone through an asso
iative array pro
essor 
alled ARTVM (Asso
iative Real TimeVision Ma
hine) [4℄.1.2 Video Coding StandardsTable 1.1 gives an overview of a few families of digital standards [16℄. The Groupname is listed in the left 
olumn. Some of the standards in the family are listedby number in the 
enter 
olumn and the purpose of ea
h standard is shown in the
omments 
olumn. This table illustrates how multiple standards are needed to 
reatea 
omplete video appli
ation.These standards have been developed for di�erent spe
i�
 appli
ations. p�64family is a digital tele
onferen
ing standard that operates in the range of 64 kbits/sto 2 Mbits/s. The low-bitrate 
ommuni
ation (LBC) tele
onferen
ing family is newerthan p�64 family. It operates at 64 kbits/s or below. Among the various videostandards, MPEG is quiet versatile. It has been developed for a very broad range ofappli
ations and it is gaining more and more a

eptan
e everyday.The a
ronym MPEG stands for Moving Pi
ture Expert Group, whi
h worked togenerate the spe
i�
ations under ISO, the International Organization for Standard-ization and IEC, the International Ele
trote
hni
al Commission. What is 
ommonlyreferred to as \MPEG video" a
tually 
onsists of two �nalized standards, MPEG-1and MPEG-2, with a third standard, MPEG-4, in the pro
ess of being �nalized. TheMPEG-1 & -2 standards are similar in basi
 
on
epts. They both are based on motion
ompensated blo
k-based transform 
oding te
hniques, while MPEG-4 deviates from2



Group name standards Commentsp�64 H.261 VideoH.221 Communi
ationsH.230 Initial handshakeH.320 Terminal systemsH.242 Control proto
olG.711 Companded audio (64 kbits/s)LBC H.263 VideoH.324 Terminal SystemsH.245 Control proto
olH.223 Multiplexing proto
olG.723 Spee
hMPEG-1 ISO/IEC 11172-1 SystemsISO/IEC 11172-2 VideoISO/IEC 11172-3 AudioISO/IEC 11172-4 Conforman
e testingISO/IEC 11172-5 Software simulationMPEG-2 ISO/IEC 13818-1 SystemsISO/IEC 13818-2 VideoISO/IEC 13818-3 AudioISO/IEC 13818-4 Complian
e testingISO/IEC 13818-5 Software simulationISO/IEC 13818-6 DSM-CCISO/IEC 13818-7 NBC AudioISO/IEC 13818-8 10-Bit VideoISO/IEC 13818-9 RTITable 1.1: Digital video standardsthese more traditional approa
hes in its usage of software image 
onstru
t des
riptors,for target bit-rates in the very low range, less than 64Kb/se
.1.2.1 MPEG-1MPEG-1 was �nalized in 1991, and was originally optimized to work at video res-olutions of 352x240 pixels at 30 frames/se
 (NTSC based) or 352x288 pixels at 25frames/se
 (PAL based). It is often mistakenly thought that the MPEG-1 resolution islimited to the above sizes, but it in fa
t may go as high as 4095x4095 at 60 frames/se
.The target bit-rate is around 1.5 Mb/se
, but again 
an be used at higher rates ifrequired. MPEG-1 is de�ned for progressive frames only, and has no dire
t provision3



for interla
ed video appli
ations, su
h as in broad
ast television appli
ations.1.2.2 MPEG-2MPEG-2 was �nalized in 1994, and addressed issues dire
tly related to digital televi-sion broad
asting, su
h as the eÆ
ient 
oding of �eld-interla
ed video and s
alability.Also, the target bit-rate was raised to between 4 and 9 Mb/se
, resulting in potentiallyvery high quality video. MPEG-2 
onsists of pro�les and levels. The pro�le de�nesthe bit-stream s
alability and the 
olors-pa
e resolution, while the level de�nes theimage resolution and the maximum bit-rate per pro�le. The most 
ommon des
riptorin use 
urrently is Main Pro�le, Main Level (MP�ML) whi
h refers to up to 720x576resolution video at 30 frames/se
, at bit-rates up to 15 Mb/se
.MPEG-2 de�nes �ve di�erent pro�les, namely Simple pro�le (SP), Main pro�le(MP), SNR-s
alable pro�le (SNR), spatially-s
alable pro�le (Spt) and High pro�le(HP). Four levels are de�ned in MPEG-2 : low (LL), main (ML), high-1440 (H-14),and high (HL). Of the �ve pro�les and four levels, 
reating 20 possible 
ombinations,11 have been de�ned. The Main pro�le allows all four levels, the Simple and theSpatial pro�les allow one level ea
h, the SNR pro�le allows two levels, and the Highpro�le allows three levels. For the allowed pro�le and level 
ombinations the upperbounds on 
oding rate and pi
ture size parameters are provided in table 1.2 below.Levels Pro�lesSIMPLE MAIN SNR SPATIAL HIGHnons
alable nons
alable s
alable s
alable nons
alable4:2:0 4:2:0 4:2:0 4:2:0 4:2:2HIGH 1920�1152 1920�115280 Mb/s 100 Mb/sHIGH-1440 1440�1152 1440�1152 1440�115260 Mb/s 60 Mb/s 80 Mb/sMAIN 720�576 720�576 720�576 1440�115215 Mb/s 15 Mb/s 15 Mb/s 20 Mb/sLOW 352�288 352�2884 Mb/s 4 Mb/sTable 1.2: MPEG-2 pro�le and level stru
ture with parameter upper bounds
4



1.3 Compression in MPEGMPEG-1 & -2 are inter- and intra-frame 
ompression system. Frames are 
oded in oneof the three formats namely I-,P- and B-frames. I-frames are intra-
oded, i.e. theyonly remove the spatial redundan
ies within the frame and serve as a starting pointin 
ase of out of order a

ess or transmission errors. P- and B-frames are inter-
oded,i.e. they exploit the temporal redundan
ies also. Spatial redundan
ies are removedthrough the use of Dis
rete Cosine Transform (DCT). DCT with other en
oding al-gorithms gives a very high 
ompression. Temporal redundan
ies are removed throughthe use of motion 
ompensation (MC).1.4 Dis
rete Cosine TransformIn general, neighboring pixels within an image tend to be highly 
orrelated. Assu
h, it is desired to use an invertible transform to 
on
entrate randomness intofewer, de
orrelated parameters. The Dis
rete Cosine Transform (DCT) has beenshown to be near optimal for a large 
lass of images in energy 
on
entration andde
orrelating. The DCT de
omposes the signal into underlying spatial frequen
ies,whi
h then allow further pro
essing te
hniques to redu
e the pre
ision of the DCT
oeÆ
ients 
onsistent with the human visual system model.The DCT doesn't dire
tly a�e
t 
ompression. In fa
t for an 8�8 blo
k of 8 bitpixels, the DCT produ
es an 8� 8 blo
k of 11 bit 
oeÆ
ients. The redu
tion inthe number of bits follows from the observation that, for typi
al blo
ks from natu-ral images, the distribution of 
oeÆ
ients is non-uniform. The transform tends to
on
entrate the energy into the low-frequen
y 
oeÆ
ients and many of the other 
o-eÆ
ients are near-zero. The bit rate redu
tion is a
hieved by not transmitting thenear-zero 
oeÆ
ients and by quantizing and 
oding the remaining 
oeÆ
ients1.4.1 De�nition of DCTThe N�N 
osine transform matrix C = 
(k,n), 
alled dis
rete 
osine transform, isde�ned as
5




(k; n) = 8<: 1pN ; k = 0; 0 � n � N � 12pN 
os (2n+1)k2N �; 0 � k � N � 1; 0 � n � N � 1For a given 2-d data sequen
e fxij : 0 < i; j < N�1g, the 2-d DCT sequen
efYmn : 0 < m; n < N � 1g is given by the following [2℄.Ymn = 4N2u(m)u(n) N�1Xi=0 N�1Xj=0 xij 
os(2i+ 1)m2N � 
os(2j + 1)n2N � (1.1)and the inverse DCT (IDCT) is given byxij = N�1Xm=0 N�1Xn=0 u(m)u(n)Ymn 
os(2i+ 1)m2N � 
os(2j + 1)n2N � (1.2)where u(m) = 8<: 1p2 ; if m = 01; otherwiseThe 2-dimensional DCT operation for an 8�8 pixel blo
k generates an 8�8 blo
kof 
oeÆ
ients that represent a \weighting" value for ea
h of the 64 orthogonal basispatterns that are added together to produ
e the original image.1.5 Related workThere have been many software as well as hardware approa
hes for pro
essing ofmultimedia appli
ations, espe
ially MPEG de
oding. Many publi
 domain softwarede
oders for MPEG-1 are available on the net [15℄, there are many 
ompany propri-etary software de
oders also available [14℄, proprietary de
oders are a bit faster asthey usually don't implement the a
tual Inverse Dis
rete Cosine Transform (IDCT).Instead they make the de
oding faster by making some high frequen
y 
omponentsequal to zero and 
omputing the IDCT.In hardware approa
hes, there have been designs for fast IDCT/DCT pro
es-sors [5, 7, 6, 19℄, full MPEG de
oding 
hips [8, 9℄, spe
ial multimedia instru
tion6



enhan
ements for general purpose pro
essors (like MMX) and designs of spe
ial DSPar
hite
tures for multimedia appli
ations [13℄.1.6 Current WorkIn the 
urrent work, we have simulated a 
o-hardware/software MPEG-2 video de-
oder for MP�ML. For simulating the IDCT algorithm we have written a simulatorfor the asso
iative array pro
essor ARTVM. The video de
oder uses ARTVM for
omputation of Inverse Dis
rete Cosine Transform (IDCT) whi
h is the most 
ompu-tationally intensive part of MPEG video de
oding. The bit-stream parsing and framedisplay is done by the host pro
essor. A parallel IDCT algorithm has been imple-mented on ARTVM su
h that the IDCT 
an be performed on all the blo
ks whi
h �tin the asso
iative memory in parallel. Hen
e if ARTVM memory size is suÆ
ient weneed to perform IDCT only on
e per frame.Total number of ARTVM 
lo
k 
y
les required by our parallel IDCT algorithmis 149197. At 33 Mhz ARTVM pro
essor speed, time required for IDCT is 4.5 ms.The simulator predi
tions for total time requirement meets the real time de
oding re-quirements very easily. The simulator 
an handle MPEG bit-streams with or withoutaudio stream but if audio data is present it is dis
ard.1.7 Organization of this reportThe rest of this report is organized as follows. In 
hapter 2, we des
ribe the asso
iativearray pro
essor ARTVM ar
hite
ture and its instru
tion set. In 
hapter 3, we providea small overview of MPEG-2 video bit-stream stru
ture. In 
hapter 4, we presentthe implementation details of ARTVM simulator, dis
uss design issues involved indesigning the IDCT algorithm for ARTVM and provide details of in
orporating theparallel IDCT routine with an existing video de
oder. In 
hapter 5, we 
on
lude thisthesis and provide test setup, results, 
on
lusions, limitations and s
ope of futurework.
7



Chapter 2
Asso
iative Array Pro
essorARTVM
In our work we used an asso
iative array pro
essor developed by Dr. Avidan J.Akerib [3℄. In the following se
tions we des
ribe the pro
essor's ar
hite
ture andexplain its instru
tion set.2.1 OverviewThere are basi
ally two types of ar
hite
tural organizations for SIMD pro
essorsnamely array pro
essors and asso
iative pro
essors. Array pro
essors use random-a

ess memory whereas asso
iative pro
essors use 
ontent-addressable memory. Con-tent addressable memory or asso
iative memory in
ludes 
omparison logi
 with ea
hbit of storage. A data value is broad
ast to all words of storage and 
ompared withthe values there. Words whi
h mat
h are 
agged in some way. Subsequent operations
an then work on the 
agged words, e.g. read them out one at a time or write to
ertain bit positions in all of them.Asso
iative pro
essors are basi
ally a spe
ial type of array pro
essors whose pro-
essing elements (PEs) 
orrespond to the words of an asso
iative memory. These PEsoperate on ea
h bit 
ell of every word of the asso
iative memory in parallel and gener-ate the output 
orresponding to ea
h word. The asso
iative array pro
essor ARTVMused in our implementation of parallel IDCT is based on this asso
iative approa
h.8



2.2 ARTVM Ar
hite
tureIn ARTVM a word of memory is assigned to ea
h pixel of the image, hen
e visionalgorithms work on all the pixels of an image in parallel. Figure 2.1 des
ribes the
ore of ma
hine whi
h is a 
lassi
al asso
iative pro
essor. ARTVM is a fully parallelasso
iative pro
essor. It 
onsists of an asso
iative memory A, Mask and Comparandregisters of length equal to asso
iative memory word length ,a Tag register whose sizeis equal to the asso
iative memory size and an I/O Bu�er Array with 16 bit shiftregister atta
hed to ea
h word. ARTVM provides one words for ea
h pixel in theimage to be pro
essed. The pixels are arranged linearly, in the row major order. Thema
hine instru
tion set is given in table 2.1.I/O bu�er array is used for loading data in to asso
iative memory and for takingout the results. It operates without any intervention from the asso
iative pro
essing.Data 
an be loaded or read from the I/O bu�er array through the I/O bus one wordin ea
h ARTVM 
lo
k 
y
le.Transfer of data from I/O bu�er to the asso
iative memory (and vi
e-versa) is donein parallel through the use of an instru
tion 
alled TAGXCH. TAGXCH instru
tiontransfers the 
ontent of I/O bu�er to the tag register one bit sli
e at a time. Basi
allythe 
ontents of the I/O bu�er are 
ir
ulating right via the tag register.2.2.1 Operations on asso
iative memoryARTVM provides a few very basi
 but very powerful set of instru
tions on the asso
ia-tive memory. These instru
tions are 
apable of exe
uting any logi
al and arithmeti
fun
tion. Further the inter 
onne
tion network between the PEs is very simple asdata transfer among the di�erent PEs is possible only through the tag register.The two most important instru
tions are COMPARE and WRITE. In COMPAREinstru
tion, 
omparand register is mat
hed against all words of memory simultane-ously and the mat
h is indi
ated by setting the 
orresponding tag bits. The 
ompar-ison is 
arried out only for the bits indi
ated by the mask register. Status bit rsp isset to indi
ate that there was at-least one mat
h (�g 2.2). The WRITE instru
tionoperates in a similar manner. The 
ontents of the 
omparand are simultaneouslywritten into the words indi
ated by the tag register. These bits are written only on9
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those bit lo
ations that are indi
ated by the mask register (�g 2.2). The 
ombina-tion COMPARE - WRITE is of type \if 
ondition then a
tion", hen
e all logi
al andarithmeti
 fun
tions 
an be exe
uted.The SETM, SETC, SETMC instru
tions are used to set the mask and 
omparandregisters. LETM, LETC, LETMC instru
tions are used for operating on spe
i�
bits of the mask and 
omparand registers. The READ instru
tion is normally usedto bring out a single word, the one pointed to by the tag. Only those bits areread as indi
ated by the mask register. Data 
ommuni
ation among the neighboringpixels is possible only through the tag register, a bit sli
e at a time, using SHIFTAGinstru
tion. The number of shifts applied to the tag register determines the distan
eor relation between sour
e and destination. Usually this relation is uniform in imagepro
essing appli
ations , hen
e 
ommuni
ation between all pro
essor is simultaneousand the pro
essing is in parallel.FIRSEL instru
tion is used to reset the entire tag register ex
luding the �rst bit.Another instru
tion COUNTAG is used to return the number of bits set in the tagregister.Ea
h word in the asso
iative memory a
ts as a simple pro
essor so that memoryand pro
essor are indistinguishable. Input, output and pro
essing go on simultane-ously in di�erent �elds of the same word. The �eld to be a

essed or pro
essed,is 
exible, and 
an be sele
ted by the appli
ation. Hen
e the pro
essing 
apabilities(image pro
essing algorithms) 
an be easily expanded by in
reasing word length K. Ithas been shown that for K = 152 almost all the vision algorithms (su
h as histogramevaluation, 
onvolution, morphologi
al operations et
.) run in real time.2.3 ARTVM 
on�gurationThe designers of ARTVM 
hose the image size to be 512�512 after analyzing variousvision algorithms and real time pro
essing requirements. Thus the asso
iative memory
apa
ity is 256K words (one word per pixel). The word length was �xed at 136 ( four32 - bit se
tors and an 8 - bit 
ag).
11
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tions, showing 
onditionbefore and after exe
ution. 12



ARTVM Instru
tion SetThe instru
tions given below are for8 j = 0,1,2,...,J-1 8 k = 0,1,2,...,K-1 and 8 l = 1,2,3,...,L-1The symbols used in the instru
tion have the following meaning.T �! TagB �! I/O bu�er arrayA �! Asso
iative memoryC �! ComparandM �! MaskMath symbols: W �! orL �! ex
lusive-orV �! andTag OperationSETAG: Tj  1SHIFTAG: Tj�1  Tj (One-Pla
e Shift)SHIFTAG: Tj�b  Tj (Long Shift)TAGXCH: Tj  Bj0 Bj(l�1)  Bjl; Bj(l�1)  TjCOUNTAG: S  Pj TjFIRSEL: Tj  8<: 1 if Tj is the �rst \1" of T0 otherwiseComparand and Mask InitializationLet X denote any one of the following:M(Mask), C(Comparand), MC(Mask and Comparand)SETX : X k  1LETX : opt1 opt2 opt3 13



where:opt1 = d(r1),d(r2),...d(rs)opt2 = dseq(u1,u2)opt3 = dvar(v1,v2,p)and options 
an be intermingled in any order. Then:
Xk  8>>>>><>>>>>: 1 8k = r1 ; r2 ;:::rs if opt1 de�ned1 8k = u1 ; u1 + 1 ;:::u2 if opt2 de�nedpk�v1 8k 2 fv1; v2g if opt3 de�ned0 otherwiseCompare OperationCOMPARE: Tj  Tj V(WkMk V(AjkLCk))rsp  Wj TjRead Write OperationsREAD Ck  Wj(Ajk VTj)WRITE Ajk  (T j VAjk)W(Tj V(Mk VCk WMk VAjk))Table 2.1: ARTVM instru
tion setIf the 16 - bit image bu�er is also in
luded, the total word length be
omes 152.Loading an entire 
omparand or mask word would require 136 bits wide bus. However,asso
iative algorithms operate only on one or two short �elds and on a number of 
agbits at a time. Hen
e buses are provided for simultaneous a

ess to the 
ag �eld andone se
tor only. The 
y
le time used for timing analysis is taken to be 30 nanose
onds(33 Mhz).The parallel IDCT algorithm that we have designed operates under this wordlength. For simulating the MPEG de
oding pro
ess we didn't required su
h a highmemory size, hen
e we have introdu
ed the option of setting the memory size in thesimulator we have designed. 14



Chapter 3
MPEG VIDEO CODEC
3.1 Introdu
tionBringing video pi
tures into the digital format introdu
es one major problem. Un-
ompressed digital video pi
tures take up enormous amount of storage. For examplea CD 
an hold only about �ve minutes of an un
ompressed movie. A suitable 
om-pression algorithm su
h as MPEG 
an 
ompress video data many times over, whilestill managing to retain very high pi
ture quality.MPEG-1, formally known as ISO/IEC 11172, is a standard in 5 parts. The �rstthree parts represent Systems, Video and Audio, in that order. Two more parts inthe standards for suite of MPEG-1 standard are Conforman
e Testing, whi
h spe
i�esthe methodology of 
onforman
e veri�
ation, and Software Simulation.The MPEG-2 (ISO/IEC 13818) 
on
ept is similar to MPEG-1, but in
ludes ex-tensions to 
over a wider range of appli
ations. It is designed for diverse appli
ations.MPEG-2 is used in appli
ations like digital high-de�nition TV (HDTV), intera
tivestorage media (ISM), 
able TV (CATV). MPEG-2 has bitstream s
alability. Thus itis possible to extra
t a lower bitstream rate from the high quality image to get lowerresolution or frame rate.

15



3.2 Compression Algorithms3.2.1 OverviewIn MPEG, video is represented as a sequen
e of pi
tures, and ea
h pi
ture is treatedas a two-dimensional array of pixels (pels). The 
olor of ea
h pel 
onsists of three
omponents : Y (luminan
e), U and V (two 
hrominan
e 
omponents). In order toa
hieve high 
ompression ratio, MPEG uses hybrid 
oding te
hniques to redu
e bothspatial redundan
y and temporal redundan
y. These te
hniques are des
ribed as thefollowing.� Color Spa
e Conversion and Subsampling of Chrominan
e. In general,ea
h pels in a pi
ture 
onsists of three 
omponents : R (Red), G (Green), B(Blue). However (R,G,B) must be 
onverted to (Y,U,V) before they are pro-
essed. (Y,U,V) representation of pel has low 
orrelation among the 
omponentsas 
ompared to the (R,G,B) 
omponents. Therefore (Y,U,V) 
omponents 
anbe 
oded more eÆ
iently. After 
olor spa
e 
onversion, ea
h pels is representedas (Y,U,V) 
omponents. The human eye is most sensitive to the Y 
omponent.Therefore for a good quality pi
ture it is ne
essary to en
ode Y 
omponentwith high resolution. At the same time U and V 
omponents, 
an be stored lessfrequently by subsampling without 
ompromising the pi
ture quality.� Quantization. Quantization is used to redu
e a range of numbers to a singlevalue, requiring fewer bits for representation. For example, we 
an round o� areal number to an integer. Inverse Quantization is the reverse pro
ess to re
on-stru
t original value. However the re
onstru
ted value is not the same as theoriginal value. The di�eren
e between the a
tual value and the re
onstru
tedone is 
alled the quantization error.� DCT (dis
rete 
osine transform). As des
ribed in se
tion 1.3, DCT is veryeÆ
ient in en
oding natural (highly 
orrelated) images. The DCT 
oeÆ
ientat lo
ation (0,0) is 
alled the DC 
oeÆ
ient. Other 
oeÆ
ients represent theAC 
oeÆ
ients at various frequen
ies. In general, we use large quantizationstep in quantizing AC 
oeÆ
ients, and use small quantization step to quantizeDC 
oeÆ
ient so as to preserve high pre
ision. Below is an example of DCT
oeÆ
ient array for the 
orresponding 8�8 pixel blo
k.16



88 84 83 84 85 86 83 82 67.5 1 -6 2 -2 0 5 -586 82 82 83 82 83 83 81 -4 1 2 1 5 1 -3 082 82 84 87 87 87 81 84 2 3 4 6 -2 2 1 581 86 87 89 82 82 84 87 -3 -1 0 2 0 -2 2 -481 84 83 87 85 89 80 81 4 3 1 -1 -2 1 -3 181 85 85 86 81 89 81 85 1 -2 0 -3 2 -1 1 182 81 86 83 86 89 81 84 3 0 -1 0 -1 -1 0 -288 88 90 84 85 88 88 81 -1 -1 -5 5 2 -2 2 0An 8 x 8 Blo
k DCT Coeffi
ients� Zig-Zag S
an And Run Length En
oding (RLE). After DCT and quan-tization most AC 
oeÆ
ients are 
lose to 0. In fa
t, higher the frequen
y, loweris the 
oeÆ
ient in most images. By using a zig-zag s
an (�gure 3.1) the 
on-se
utive zeros are brought together, and then RLE is used to gain 
ompressionratio.

Figure 3.1: S
an OrderThe bitstream after zigzag s
an is en
oded as (skip,value) pairs, where skip isthe number of zeros and value is the next non-zero 
oeÆ
ient. Zig-zag s
an and17



RLE are used only for the AC 
oeÆ
ients. For DC 
oeÆ
ients, DPCM 
odingmethod is used as is des
ribed next.� Predi
tive Coding. Predi
tive 
oding is a te
hnique to redu
e statisti
alredundan
y. That is based on the 
urrent value, the next value 
an be predi
tedand the di�eren
e between the predi
ted one and the a
tual 
an be stored. Ifthe predi
tion algorithm is good, the predi
tion error will be small. Thus fewerbits 
an be used to en
ode the predi
tion error. In MPEG, we use Di�erentialPulse Coded Modulation (DPCM) te
hnique [11℄ for predi
tion and storage oferrors.� Motion Compensation (MC) And Motion Estimation (ME). MotionEstimation is used to predi
t a blo
k of pels' value in next pi
ture using ablo
k in 
urrent pi
ture. The lo
ation di�eren
e between these blo
ks is 
alledthe Motion Ve
tor. Similarly the di�eren
e between two blo
ks is 
alled thepredi
tion error. Motion 
ompensation is the inverse of motion estimation. Thede
oders implement the motion 
ompensation while the en
oder implement themotion estimation.� Variable Length Coding (VLC). Variable Length Coding is a statisti
al
oding te
hnique. It uses short 
odeword to represent the value whi
h o

ursfrequently and uses long 
odeword to represent the value whi
h o

urs lessfrequently. This method makes the overall data storage smaller than the originaldata storage. In MPEG, it is the last step in the en
oding pro
ess and the �rststep in the de
oding pro
ess.
3.3 Frame CodingAll MPEG frames are en
oded in one of three di�erent ways - Intra-
oded (I-frames),Predi
tive-
oded (P-frames), or Bidire
tionally-predi
tive-
oded (B-frames). I-framesare en
oded as dis
rete frames, independent of adja
ent frames. Thus, they providerandomly a

essible points within the video stream. Be
ause of this, I-frames havethe least 
ompression ratio of the three frames. P-frames are 
oded with respe
t to apast I-frame or P-frame, resulting in a smaller en
oded frame size than that for theI-frames. The de
oding of B-frames require a pre
eding frame and a future frame,18



any of whi
h may be either an I-frames or a P-frames. Thus the B-frames o�er thehighest degree of 
ompression. In MPEG, frames are ordered together as Group ofPi
tures (GOP). Ea
h GOP begins with an I-frame followed by arrangement of P andB frames. A typi
al sequen
e of frames is:...P0 B1 B2 I3 B4 B5 P6 B7 B8 P9 B10 B11 P12 B13 B14 I15...In the above sequen
e a GOP in display order is:B1 B2 I3 B4 B5 P6 B7 B8 P9 B10 B11 P12The 
orresponding en
oding bit-stream order will be:I3 B1 B2 P6 B4 B5 P9 B7 B8 P12 B10 B11
3.3.1 Intra-frame CodingI-frames are 
oded by intra-frame 
oding. When en
oding I-frame, we only redu
ethe spatial redundan
y in the pi
ture without referen
ing other pi
tures. The 
odingpro
ess is mu
h similar to JPEG Standard. Figure 3.2 des
ribes the intra-frame
oding pro
ess.3.3.2 Inter-frame CodingP-frames and B-frames are 
oded using inter-frame 
oding te
hniques. Coding of theP and B frames is more 
omplex than that of the I frames, sin
e motion-
ompensatedma
roblo
ks have to be sear
hed in it. P-frames use the previous I- or P-frame formotion 
ompensation and may be used as a referen
e for further predi
tion. Ea
hblo
k in a P-frame 
an either be predi
ted or intra-
oded. By redu
ing spatial andtemporal redundan
y, P-frames o�er in
reased 
ompression 
ompared to the I-frames.B-frames are introdu
ed for in
reasing the frame rate without in
reasing too19
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Figure 3.2: Intra-frame Codingmu
h bitrate. B-frames use the previous and the next I- or P-frames for motion-
ompensation, and o�er the highest degree of 
ompression. Ea
h blo
k in a B-frame
an be forward, ba
kward or bidire
tionally predi
ted or intra-
oded. To enableba
kward predi
tion from a future frame, the 
oder reorders the frames from natural`display' order to `bitstream' order so that a B-frame is transmitted after the previousand the next frames it referen
es. This introdu
es a reordering delay dependent onthe number of 
onse
utive B-frames. 20



macroblock
header

block(0) block(1) block(2) block(3) block(5) block(4)

macroblock

   ISO/IEC 13818-2 video sequence

sequence

header

sequence

extension
GOP header *

and picture(s)and picture(s)
sequence

header

sequence

end_code

  
    picture coding  picture

header extension
extension

ans user data
slice    slice    slice

header

slice
   macroblock macroblock macroblock macroblock

differential DC coeff run-level VLC run-level VLC end_of_block

 (if block coded)

.........

  GOP
  
  

 picture picture  picture  ......
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data *

GOP header *

........

sequence layer

group of pictures layer

..... picture layer

block layer

macroblock layer

slice layer

(if intra macroblock)

.......

(GOP header and user 
data are optional)

Figure 3.3: MPEG-2 main pro�le video syntax
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3.4 Layered Stru
tureThe syntax of a typi
al MPEG-2 main pro�le is given in a hierar
hi
al representationwith six layers in the �gure 3.3. MPEG video is broken up into a hierar
hy of layers tohelp with error handling, random sear
h and editing, and syn
hronization for examplewith an audio bitstream. From the top level, the �rst layer is known as the sequen
elayer. It is a self-
ontained bitstream. For example it may 
ontain a 
oded movie oran advertisement. The se
ond layer represents the group of pi
tures. It is 
omposedof one or more intra (I) frames and/or non-intra (P and/or B) frames. The third layerdown is the pi
ture layer that represents one of the frames. The next layer is 
alled thesli
e layer. Ea
h sli
e 
onsists of ma
roblo
ks, whi
h are 16x16 arrays of luminan
epixels, and two 8x8 arrays of asso
iated 
hrominan
e pixels. The ma
roblo
ks arefurther divided into distin
t 8x8 blo
k layers. Ea
h of the layers has its own unique32 bit start 
ode de�ned in the syntax.3.5 MPEG Video De
oderThe stru
ture of a typi
al MPEG video de
oder is shown in the �gure 3.4. First thebit-stream is parsed and blo
ks are extra
ted before the inverse quantization. InverseDis
rete Cosine Transform (IDCT) is performed on these DCT 
oeÆ
ients. The DCT
oeÆ
ients of a blo
k are not always the DCT of a
tual pixel values as many of theMPEG-2 frames (P- and B-frames) are inter-
oded to take the advantages of temporalredundan
ies between su

essive frames in a normal video sequen
e.As shown in the �gure 3.4, the IDCT 
oeÆ
ients are either dire
tly sent for postpro
essing for generation of frame or they are added with the form predi
tor togenerate the a
tual frame data before being sent for post pro
essing. The de
odedframe is also stored for the generation of subsequent frames. At most two frames arestored as referen
e frames.
22



Figure 3.4: A typi
al MPEG-2 de
oder stru
ture
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Chapter 4
Implementation Details
In our present work we have designed a parallel IDCT algorithm for the ARTVM pro-
essor. In order to verify the algorithm, we also built a simulator for the ARTVM pro-
essor. The simulator was used to test the algorithm for its fun
tionality and perfor-man
e. The parallel IDCT algorithm was tested against IEEE standard 1180-1990 [1℄a

ura
y test for inverse DCT. We have modi�ed an existing MPEG-2 MP�ML videode
oder to use the parallel IDCT algorithm. Ne
essary 
hanges have been made inthe video de
oder so that instead of performing IDCT on ea
h blo
k of data sequen-tially, IDCT on all the blo
ks in a frame is taken in parallel. We have also analyzedthe timing performan
e and 
al
ulated the time required for bit-stream parsing, andnumber of 
lo
k 
y
les required by the ARTVM pro
essor for IDCT. It gives a roughestimate of the time that will be taken if the ARTVM pro
essor is used in the system.In our simulator we simulate the pro
essor's instru
tions. The simulated de
odertakes 
onsiderable amount of time to de
ode one frame of the video sequen
e. Sin
eour aim was to perform eÆ
ient video de
oding, we do not de
ode the audio data.This data is ignored if it is present in the bit-stream. Further we have limited ourwork to handling MP�ML MPEG-2 streams only.4.1 Simulator for ARTVMThe simulator for ARTVM is written in `C' programming language. It basi
ally 
on-sists of three parts - I/O subsystem model, instru
tion modeler and ma
hine 
y
les24



evaluator. In I/O subsystem model we model the data transfer from the host pro
es-sor to the ARTVM I/O bu�er and from the I/O bu�er to the asso
iative memory.Instru
tion modeler models ea
h instru
tion of ARTVM as a `C' fun
tion. In ma
hine
y
les evaluator the ARTVM pro
essor is modeled as a �nite state ma
hine wherestate transitions represent the 
ost in ma
hine 
y
les. It is used for 
al
ulating thetotal number of ARTVM 
lo
k 
y
les taken by an algorithm running on the ARTVMsimulator.4.1.1 I/O subsystem modelThere are the following two steps in an I/O operation.1. Transfer of data into and out of the I/O bu�er.2. Transfer of data from the I/O bu�er to the asso
iative array.In the �rst step the I/O bu�er is �lled through an I/O bus by transferring thegiven number of bits in ea
h 
lo
k 
y
le. Two fun
tions are available in the ARTVMsimulator for transfer of data to the I/O bu�er. They are named ioread and iowrite.Fun
tion ioread is used to read a parti
ular word from the I/O bu�er array. Similarlyiowrite is used to write to a parti
ular word of the I/O bu�er.The se
ond step of date transfer from I/O bu�er to the asso
iative array is donethrough the use of TAGXCH instru
tion in the ARTVM instru
tion set.In our appli
ation of IDCT implementation, the I/O bus width is de
ided takingin 
onsideration the timing requirements of MPEG de
oding. The total time availableto de
ode and display one frame is 40 ms for a display requirement of 25 frames perse
ond. Out of this, the time taken by ARTVM for IDCT 
omputation is 4.6 ms.The average time taken for parsing bitstream on Pentium (233 Mhz) pro
essor is 19ms per frame. Therefore about a maximum of 16.4 ms time is available for the I/O ofall the blo
ks of a frame. For VCD quality video stream (352�288 with 4:2:0 format),maximum number of IDCT blo
ks in a single frame is 2376. Thus at 33 Mhz bus
lo
k speed the bus width requirement 
omes out to be 16 bits.
25



4.1.2 Instru
tion ModelerThe instru
tion modeler implements the simulation of ARTVM instru
tions. AllARTVM instru
tions are implemented as `C' fun
tions. These fun
tions e�e
t onlythe values of members of an external stru
ture 
alled parameters. The stru
tureparameters is de�ned in a header �le. It's members in
lude the following.A[MEM_SIZE℄[WORD_LENGTH℄B[MEMSIZE℄[16℄mask[WORD_LENGTH℄
omparand[WORD_LENGTH℄tag[MEM_SIZE℄Here, the variable A represents asso
iative memory array, B represents the I/Obu�er array and the variables mask 
omparand and tag represent the 
orrespondingregisters in the ARTVM pro
essor respe
tively. The 
ontents of the stru
ture pa-rameters 
hange upon simulation of ARTVM instru
tions. In our simulations, theARTVM word length is �xed at 128 bits and the memory size is �xed at 160000 (whi
h
an store upto a maximum of 2500 8�8 blo
ks). These parameters 
an however be
hanged by editing the header �le and re
ompiling the simulator.4.1.3 Ma
hine 
y
les EvaluatorFor evaluation of ARTVM 
y
les for a program, a simpli�ed model is given by thedesigner of ARTVM [3℄. In this model the ARTVM pro
essor is viewed as a simpli�edFinite State Ma
hine (FSM). Ea
h state transition of this FSM is assigned a 
ost inunits of ma
hine 
y
les. The FSM has only two states: S0 and S1. The input alpha-bet for FSM was sele
ted by grouping the ARTVM instru
tions into 5 
ategories asfollowing.
26



I1 = one of
8>>>>>>>>>>>>>>>>><>>>>>>>>>>>>>>>>>:

letm d(:)let
 d(:)letm
 d(:)letm d(:) set
let
 d(:) setmsetmset
setm
I2 = one of 8>><>>: setagshiftag(�1)shiftag(�b)I3 = one of 8>><>>: 
omparewritereadI4 = 
ountagI5 = �rselThe Finite State Automation used to evaluate ma
hine 
omplexity is given inFig 4.1In the original model, TAGXCH instru
tion is not 
onsidered in this groupingof instru
tions. This model 
onsidered ARTVM performan
e only for asso
iativememory pro
essing and negle
ted the data transfer from I/O bu�er to asso
iativememory. It has however been a

ounted for in our implementation. We assume thatit takes one 
lo
k 
y
les to exe
ute. Therefore we take the state transition 
ost asone 
lo
k 
y
le when ever it o

urs and 
hange the FSM state to S0 as done for theinstru
tions of groups I4 and I5.To �nd the total number of ARTVM 
lo
k 
y
les taken by an algorithm a fun
tion
lo
k
ount is introdu
ed in the ARTVM simulator. This fun
tion is 
alled at the endof the algorithm to get the total number of 
lo
k 
y
les taken by the algorithm.27
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Figure 4.1: Finite Automaton model4.2 The video de
oder with parallel IDCTWe used a video de
oder in publi
 domain provided by \MPEG Software SimulationGroup" [10℄. Ne
essary 
hanges have been made in the video de
oder 
ode so thatinstead of taking IDCT of the blo
ks sequentially, the blo
ks are stored and a fullframe IDCT is taken, on
e for every frame, using the ARTVM simulator. The pseudo-
odes below gives the de
oder stru
ture. 28



main(){ pro
ess_options();Initialize_Buffers();Initialize_De
oder();De
ode_Bitstream();}De
ode_Bitstream(){ for(; ;){/* parse through all the headers till it findsPi
ture_Start_Code or Sequen
e_End_Code */ret = Parse_Headers();if(ret == 1)Video_sequen
e();else return(ret);}}Video_sequen
e(){ Initialize_Sequen
e();De
ode_Pi
ture();while(ret=Parse_Headers())De
ode_Pi
ture();Output_Last_Frame_of_Sequen
e();Deinitialize_Sequen
e();}
29



De
ode_Pi
ture(){ Update_Pi
ture_Buffers();De
ode_Pi
ture_data();artvm_id
t();add_Frame();frame_reorder();} The de
oder gives timing information to parse the video bit-stream and 
lo
k
y
les required by ARTVM for IDCT 
al
ulation. It also provides total time requiredfor de
oding if it is done using a real ARTVM pro
essor. The simulator takes around30 minutes to de
ode one frame of video sequen
e. The de
oded frames are stored inTrueVision Targa �le format [17℄.4.3 Parallel IDCT for ARTVMInverse Dis
rete Cosine Transform (IDCT) is one of the most 
omputationally inten-sive part of MPEG-2 de
oding. It amounts for almost 50 per
ent of pro
essing require-ments of MPEG-2 video stream [13℄, hen
e we have 
on
entrated mainly on IDCT
omputation. We have designed an algorithm for IDCT 
omputation on ARTVM pro-
essor whi
h takes IDCT of all the blo
ks whi
h are stored in the asso
iative memoryin parallel.The 8�8 IDCT is de�ned as:xij = 14 7Xm=0 7Xn=0 u(m)u(n)Ymn 
os(2i+ 1)m16 � 
os(2j + 1)n16 � (4.1)0 � i; j � 7.where u(m) = 8<: 1p2 ; if m = 01; otherwise30



The time 
omplexity of IDCT as given in equation 4.1 is O(N4). Many fastalgorithms and hardware ar
hite
tures have been proposed for 
omputing 1- and 2-DDCT/IDCT's ( [5, 7, 6, 19℄). However, most of them involve high 
ommuni
ation
omplexity. Sin
e nonuniform data 
ommuni
ation is very diÆ
ult to a
hieve inARTVM, none of the fast IDCT algorithms were found suitable for implementationon ARTVM. For ARTVM pro
essor we require an IDCT algorithm with uniform data
ommuni
ation.We have taken the standard row-
olumn approa
h for IDCT 
omputation. The 2-D IDCT given in equation 4.1, is broken into 16 1-D IDCT's. In row-
olumn approa
hwe �rst take 1-D IDCT of all the 8 rows of the 8�8 blo
k, after that we take 1-DIDCT of all the 8 
olumns of the blo
k. This way the time 
omplexity is redu
ed toO(N3) and the data 
ommuni
ation is also uniform.The IDCT 
omputation is made parallel by loading many 8�8 blo
ks of DCT
oeÆ
ient into the asso
iative memory, linearly one after the other. The Row IDCTis implemented by taking IDCT of DCT 
oeÆ
ients at i, i+1, i+2..., i+7 indexes inthe asso
iative memory. Similarly the 
olumn IDCT is implemented by taking IDCTof DCT 
oeÆ
ients at i, i+8, i+16..., i+56 indexes in the asso
iative memory. As thepro
essing is asso
iative, IDCT of all the blo
ks is taken in parallel. The algorithmtakes 149197 ARTVM 
lo
k 
y
les and requires a minimum of 115 bit word length ofthe asso
iative memory.4.3.1 Pseudo-
ode to 
al
ulate IDCTThe pseudo-
ode for performing IDCT for an 8�8 blo
k is given below. In this 
odethe DCT 
oeÆ
ients are stored in a one-dimensional array data. The output IDCT
oeÆ
ients are returned in the same array.artvm_id
t(data){ 
lear_memory();load_blo
ks_in_I/O_buffer();transfer_blo
ks_to_asso
iative_mem();for(m = 0;m < 2;m++)for(n = 0;n < 8;n++) { 31



load_
osine_terms_in_I/O_buffer();transfer_
osine_terms_in_asso
iative_mem();if(m==0)id
trow();elseid
t
ol();} transfer_result_in_I/O_buffer();store_result_ba
k();} The a
tual ARTVM 
ode for IDCT is given in appendix A.2.
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Chapter 5
Results and Con
lusions
5.1 Test SetupThe 
o-hardware/software MPEG-2 de
oder simulator is developed on linux operatingsystem in C programming language. It has been tested on many linux versions likeLinux 2.0.36, Linux 2.2.9-19mdk, and Linux 2.2.14-15mdk. The de
oder was testedon 3 di�erent systems mainly to test it's robustness and the eÆ
ien
y of simulator.The table 5.1 shows the 
on�guration of the systems.Resour
e System 1 System 2 System 3Pro
essor Pentium-II (Klamath) Pentium-II (i686) AMD (K6-3)CPU Clo
k Speed 233 MHz 350 MHz 450 MhzMemory 32 MB RAM 64 MB RAM 64 MB RAMTable 5.1: Test System 
on�gurationMEM SIZE of ARTVM was 
hosen to be 160000 (for a maximum of 2500 8�8blo
ks). The simulator performs the timing analysis and provides output su
h asnumber of 
lo
k 
y
les required by the ARTVM, time taken to parse the bitstreamand the total time required to de
ode ea
h frame with real ARTVM pro
essor.
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5.2 ResultsTable 5.2 gives the output of MP�ML MPEG-2 video de
oder simulator. The timeshown is the maximum time required to de
ode a frame of the video sequen
e. It 
anbe seen that the de
oder meets real time de
oding 
onstraints very easily.Sample Frame Simulator OutputMaximum time for de
oding one frameno. Size P-II (Klamath) P-II (i686) AMD K6-31. 352� 288 34 ms 28 ms 25 ms2. 256� 192 26 ms 21 ms 17 ms3. 176� 120 14 ms 11 ms 10 msTable 5.2: Simulator Results : Maximum time required to de
ode one frameThe parallel IDCT algorithm designed for ARTVM was tested against IEEE stan-dard 1180-1990 [1℄ a

ura
y test for inverse DCT. The test was run several times, itwas found that usually a few (around 12) IDCT values out of the 64 values di�eredfrom the referen
e values by 1. This 
onforms to the IEEE 1180-1990 standard forworst peak error. The other tests of IEEE standard 1180-1990 a

ura
y test, like thepeak mean square error (pmse) and the mean square error (mse) were not tested forbe
ause it required testing for very large numbers of iterations whi
h was not possiblewith one iteration taking 30 mins of time.Sample Frame ARTVM Time required by simulator for IDCTno. Size MEM SIZE P-II (Klamath) P-II (i686) AMD K6-3required1. 352� 288 115200 2519 s 1721 s 1260 s2. 256� 192 76800 1667 s 1123 s 829 s3. 176� 120 38400 789 s 524 s 404 sTable 5.3: Results : Time taken by ARTVM for IDCT 
al
ulationsNumber of ARTVM 
lo
k 
y
les required by the IDCT algorithm is 149197. Thisis independent of the number of blo
ks for whi
h IDCT is taken in parallel. Thealgorithm 
an be made more a

urate with more number of 
lo
k 
y
les.34



The simulator takes 
onsiderable amount of time to de
ode even one frame ofvideo sequen
e. Table 5.3 below gives simulation time required for various MPEG�les over di�erent pro
essors.5.3 Con
lusionsAsso
iative array pro
essing has been found to be a good alternative for IDCT 
al
u-lations in MPEG de
oding. The IDCT algorithm takes only 4.5 ms on the ARTVMpro
essor to 
ompute IDCT of all the blo
ks loaded in the asso
iative memory inparallel. The IDCT algorithm 
onformed to the IEEE standard 1180-1990 a

u-ra
y test for worst peak errors. Therefore the de
oded pi
ture quality is extremelygood. The proposed MPEG-2 MP�ML de
oder model meets the real time de
odingrequirements very easily without overloading the system or dropping the frames.5.4 Limitations� Audio - MPEG-2 bit-streams usually also 
ontain audio data. Sin
e we weresimulating the video de
oding pro
ess, audio data is dis
arded.� Simulation speed - In spite of 
onsiderable e�orts the ARTVM simulator de-signed was not very fast. This was a big bottlene
k in testing the MPEG de
odersimulator for large bit-streams.� User features - None of the usual user features like random a

ess, fast forward,fast-rewind or other tri
k modes were implemented in the MPEG de
oder.5.5 Future Work� Other Appli
ations - We have tested ARTVM pro
essors viability for MPEGde
oding pro
ess. To make the full use of ARTVM we should make use of itsparallel pro
essing 
apabilities in other appli
ations also.� MPEG Video - In our present design we have used the ARTVM for only IDCT35




al
ulations. There are a few other parts of video de
oding like inverse quan-tization and variable length de
oding whi
h might also be possible throughARTVM. We should look into these possibilities also in future. Further we 
analso try to parse the video bitstream for more than a single frames data to makethe full use of asso
iative memory.� MPEG Audio - Audio de
oding should also be 
ombined with the present de-
oder design. We should look into audio 
ompression algorithms to see if thereis any possibility of making audio de
oding parallel so that it 
an also be donethrough ARTVM.
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Appendix A
A.1 List of A
ronymsARTVM Asso
iative Real Time Vision Ma
hineCBP Coded Blo
k PatternCD Compa
t DiskDCT Dis
rete Cosine TransformDSM Digital Storage MediaDSP Digital Signal Pro
essingFSM Finite State Ma
hineFA Finite AutomationGOP Group Of Pi
turesHDTV High De�nition TelevisionHP High Pro�leIDCT Inverse Dis
rete Cosine TransformIEC International Ele
trote
hni
al CommissionISM Intera
tive Storage MediaISO International Organization for StandardizationITU International Tele
ommuni
ations UnionJPEG Joint Photographi
 Experts GroupKbps Kilobits per se
ondLBC Low Bitrate Communi
ationLL Low LevelMbps Megabits per se
ondMB Ma
roblo
k 37



MC Motion CompensationME Motion EstimationML Main LevelMP Main Pro�leMPEG Moving Pi
ture Experts GroupNTSC National Television System CommitteePE Pro
essing ElementRAM Random A

ess MemoryRLE Run-Length En
odingSIF Sour
e Input FormatSNR Signal-to-Noise RatioVLC Veriable Length CodingVLSI Very Large S
ale IntegrationWG Working Group
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A.2 Parallel IDCT 
ode for the ARTVM pro
essorsimulator/***************************************************************** ** Implementation of parallel ** Inverse Dis
rete Cosine Transform(IDCT) ** ** for ARTVM pro
essor ** ** By : Samarpit Bhatia (9811118) ** ** Under the guidan
e of Dr. Rajat Moona ** ** January, 2000 *****************************************************************/#in
lude "asslib.h"void artvm_d
t (short *data){stati
 int COS_TERM[8℄[8℄ = {{ 23170, 32138, 30274, 27246, 23170, 18205, 12540, 6393},{ 23170, 27246, 12540, -6393,-23170,-32138,-30274,-18205},{ 23170, 18205,-12540,-32138,-23170, 6393, 30274, 27246},{ 23170, 6393, -30274,-18205, 23170, 27246,-12540,-32138},{ 23170,-6393,-30274, 18205, 23170,-27246,-12540, 32138},{ 23170,-18205,-12540, 32138,-23170,-6393, 30274,-27246},{ 23170,-27246, 12540, 6393,-23170, 32138,-30274, 18205},{ 23170,-32138, 30274,-27246, 23170,-18205, 12540,-6393}};stati
 int shift[8℄[3℄ = { 39



{ -1, -2, -4 },{ 1, -2, -4 },{ -1, 2, -4 },{ 1, 2, -4 },{ -1, -2, 4 },{ 1, -2, 4 },{ -1, 2, 4 },{ 1, 2, 4 }};int DCTi=0,COSi=32,SUMi=64,RESULTi=96;int row=112,
ol=113,tempbit=114,
arrybit=115;int temp,m=0,n=0,i,j,k,l;/*
lear all of the 
ontents of memory*/initial();for (i = 0;i < MEM_SIZE;i++){if ((i%64)==0)iowrite(i,3);else if ((i%8)==0)iowrite(i,1);else if ((i%64)<8)iowrite(i,2);}tagx
h();letm
(d(row));a_write();tagx
h();letm
(d(
ol));a_write();/* Transfer all the id
t blo
ks in IO buffer */for (i = 0;i < MEM_SIZE;i++) 40



{iowrite(i,*(data+i));}for (i = DCTi;i < DCTi+16;i++){tagx
h();letm
(d(i));a_write();}while(m<2){letm
(d(DCTi+15));setag();
ompare();letm
(dseq(DCTi+16,DCTi+31));a_write();letm(d(DCTi+15));setag();
ompare();letm(dseq(DCTi+16,DCTi+31));let
();a_write();n = 0;while(n<8){if(m == 0){k = row;l = 1;}else{k = 
ol;l = 8;}letm
(d(k));setag();
ompare();
41



for(j = 0;j < 8;j++){i = (j+n)%8;let
(dvar(COSi,COSi+31,COS_TERM[n℄[i℄));letm(dseq(COSi,COSi+31));a_write();shiftag(l);}/* 
lear the asso
. mem from SUMi for multipli
ation */letm(dseq(SUMi,(SUMi+31)),d(
arrybit),d(tempbit));setag();a_write();/* Multiply the DCT 
oeff with it's COS TERM */for(i = DCTi;i < DCTi+32;i++){k = i - DCTi;l = COSi;letm(d(
arrybit));let
();setag();a_write();for(j = SUMi+k;j < SUMi+32;j++){letm
(d(i));setag();
ompare();letm(d(j),d(
arrybit),d(l));let
(d(
arrybit));
ompare();let
(d(j));a_write();letm
(d(i));setag();
ompare();letm(d(j),d(
arrybit),d(l));let
(d(
arrybit),d(j));
ompare();let
(d(
arrybit));a_write();letm
(d(i));setag();
ompare();letm(d(j),d(
arrybit),d(l)); 42



let
(d(j),d(l));
ompare();let
(d(
arrybit),d(l));a_write();letm
(d(i));setag();
ompare();letm(d(j),d(
arrybit),d(l));let
(d(l));
ompare();let
(d(j),d(l));a_write();l = l+1;}}if (m==0)k = 1;elsek = 8;/*Move the multipli
ation results to other pixels for summation */for(i = 0;i < 3;i++){for(j = SUMi;j < SUMi+32;j++){letm
(d(j));setag();
ompare();shiftag(shift[n℄[i℄*k);letm
(d(tempbit),d(j-32));a_write();letm(d(tempbit));let
();setag();
ompare();letm(d(j-32));a_write();letm(d(tempbit));setag();a_write();}letm(d(
arrybit));let
();setag();a_write();/* summation */ 43



for(j = SUMi;j < SUMi+32;j++){letm(d(j),d(
arrybit),d(j-32));let
(d(
arrybit));setag();
ompare();let
(d(j));a_write();let
(d(j),d(
arrybit));setag();
ompare();let
(d(
arrybit));a_write();let
(d(j),d(j-32));setag();
ompare();let
(d(
arrybit),d(j-32));a_write();let
(d(j-32));setag();
ompare();let
(d(j-32),d(j));a_write();}}if (m==0)k = row;elsek = 
ol;/* This will take 
are of trun
ation errors */letm(dseq(COSi+15,COSi+31),d(
arrybit));i = COSi+15;let
(d(i));setag();a_write();for(j = SUMi+15;j < SUMi+32;j++){letm(d(j),d(
arrybit),d(i));let
(d(
arrybit));setag();
ompare();let
(d(j));a_write();let
(d(j),d(
arrybit));setag();
ompare();let
(d(
arrybit));a_write();let
(d(j),d(i));setag();
ompare();44



let
(d(
arrybit),d(i));a_write();let
(d(i));setag();
ompare();let
(d(i++),d(j));a_write();}j = RESULTi;for(i = SUMi+16;i < SUMi+32;i++){letm
(d(k));setag();
ompare();letm
(d(i));
ompare();letm
(d(j));a_write();j = j+1;}letm
(d(k));setag();
ompare();if (m==0)shiftag(1);elseshiftag(8);a_write();letm
(d(tempbit));a_write();let
();setag();
ompare();letm(d(k));a_write();letm(d(tempbit));setag();a_write();n = n+1;letm(dseq(COSi,RESULTi-1));setag();a_write();}letm(dseq(DCTi,RESULTi-1));setag();a_write();j = DCTi;/* Row IDCT has been done now move the 
oeffi
ients ba
k to index DCTi *//* For 
olumn IDCT 
al
ulations */45



for(i = RESULTi;i < RESULTi+16;i++){letm
(d(i));setag();
ompare();letm
(d(j));a_write();j = j+1;}letm(dseq(RESULTi,RESULTi+15));setag();a_write();m = m+1;}/* transfer the results from asso
iative memory to the I/O buffer */for(i = DCTi;i < DCTi+16;i++){letm
(d(i));setag();
ompare();tagx
h();}/* print the total number of 
lo
k 
y
les required */
lo
k
ount();/* transfer the results ba
k to the array `data' */for(i = 0;i < MEM_SIZE;i++){*(data+i) = ioread(i);}}
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