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ABSTRACT
Proper formulation of features plays an important role in short-
text classification tasks as the amount of text available is very lit-
tle. In literature, Term Frequency - Inverse Document Frequency
(TF-IDF) is commonly used to create feature vectors for such tasks.
However, TF-IDF formulation does not utilize the class informa-
tion available in supervised learning. For classification problems, if
it is possible to identify terms that can strongly distinguish among
classes, then more weight can be given to those terms during fea-
ture construction phase. This may result in improved classifier per-
formance with the incorporation of extra class label related infor-
mation. We propose a supervised feature construction method to
classify tweets, based on the actionable information that might be
present, posted during different disaster scenarios. Improved classi-
fier performance for such classification tasks can be helpful in the
rescue and relief operations. We used three benchmark datasets
containing tweets posted during Nepal and Italy earthquakes in
2015 and 2016 respectively. Experimental results show that the pro-
posed method obtains better classification performance on these
benchmark datasets.
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1 INTRODUCTION
Short texts like tweet contain very limited contextual information
due to their length restriction. Because of this, classifying short
texts usingmachine learning techniques is a challenging task. Proper
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formulation of feature vector plays an important role in such a sce-
nario. In disaster mitigation related literature, where textual fea-
ture is used, most common technique used for feature representa-
tion is Term Frequency - Inverse Document Frequency (TF-IDF). In
TF-IDF feature representation, each document or short-text is rep-
resented as a vector where the fields correspond to the terms in the
vocabulary. The value stored in a field is the TF-IDF score of the
corresponding term. The TF-IDF score is the product of the Term
Frequency (TF) of the term in that document and the Inverse Doc-
ument Frequency (IDF) of that term in the corpus. Mathematically,
TF-IDF can be denoted by,

TF .IDF = t f id × log
N

d f i

where t f id is the number of times term i occurred in document d ,
N is the total number of documents in the corpus and d f i is the
number of documents in which term i occurred. TF captures the
importance of the term in the document and is computed as an in-
creasing function of the term’s frequency. On the other hand, IDF
tries to measure how informative a term is in the corpus. The as-
sumption commonly made here is, if a term is frequent in a corpus
then it is not much informative, whereas terms that are rare are
more informative and hence important. IDF is modeled as a de-
creasing function of the term’s document frequency. This feature
construction strategy using TF-IDF is often used to classify text
documents - both short [24] and long [25].

For supervised classification problems, labeled training data is
assumed to be available. The TF-IDF based approaches do not con-
sider these class labels during feature construction. However, from
the labeled data it might be possible to identify terms that are
discriminative and hence strong indicators for certain classes. We
want to add the term’s importance (distinguishing power) among
different classes as an extra information in the feature construc-
tion process. A term is considered discriminative if it occurs suffi-
ciently large number of times in a particular class but rarely occurs
in other classes. Let t1 and t2 be two terms that occurred k times in
a corpus. However, t1 appeared uniformly in documents across all
classes, but t2 occurred in class ci sufficiently more times than it oc-
curred in other classes combined (i.e. ∀c j ∈ C; c j , ci ). IDF score
for both the terms t1 and t2 will be same. However, it is evident
that the term t2 has more discriminating power as its presence in
a future document is strongly indicative of the document’s belong-
ingness to that particular class (i.e. in our example class ci ).

We wish to capture this distinguishing power of different terms
and use this information during feature construction phase. In this
work, we propose techniques of boosting TF-IDF scores to better
represent the term distribution among classes. Classifiers can then

https://doi.org/10.1145/3184558.3191621
https://doi.org/10.1145/3184558.3191621
https://doi.org/10.1145/3184558.3191621


exploit this extra information to make better decisions. These gen-
eral techniques can be applied in different applications where bag-
of-word based TF-IDF features are used. We applied our proposed
approach to classify disaster related tweets to understand its im-
pact and usefulness over using traditional TF-IDF.

During disasters, people have been found to post lots of mes-
sages in the micro-blogging sites such as Twitter, Weibo etc. Some
of these posts may actually contain information regarding dam-
ages to the infrastructure, requirement of resources such as water,
medicines, etc. Proper annotation of such posts with kind of infor-
mation they contain can help in the rescue and relief operations,
thereby mitigating the miseries of people affected by the disaster.

There have beenmany studies in the literature, regarding proper
utilization of short-texts generated during disaster, to effectively
plan rescue and relief operations [8], [10], [11], [13], [18], [20], [23].
Here we present a consolidated summary of different work related
to disaster related tweet classification. Paper [8] presented a com-
parative study of disaster related tweet classification using various
algorithms with TF-IDF features. Authors in [10] proposed a sys-
tem which not only filters and categorizes English tweets, but also
worked on multilingual tweets related to typhoon Lawin (interna-
tional name: Haima) and Karen (international name: Sarika). This
system was built by using TF-IDF features with Support Vector
Machine (SVM) classifier. Although, [11] mainly concentrates on
neural network based approaches to retrieve disaster relatedmicro-
blogs, they used TF-IDF Rocchio scores to expand their query be-
fore using them on neural networks. Domain adaptation approach,
which learns classifiers from unlabelled target data, is taken in [13]
in which authors utilized information available from a past disas-
ter to filter tweets related to a new disaster. Domain adaptation
was achieved by using self-training technique on modified ver-
sion of weighted Naive Bayes classifier with TF-IDF features. [18]
built a system which automatically detects any disaster happening
by monitoring the Twitter stream. Authors used Naive Bayes and
SVM as their classifier with TF-IDF based feature vectors. In [20],
authors proposed an automated text classification systemwhich fil-
ters only disaster related short-texts. The proposed method works
by selecting prominent TF-IDF features usingChi-square technique.
A study betweenmatching based and learning based approaches to
filter relevant tweets generated during disaster were done by the
authors of [23]. They employed various techniques like geo-tag in-
formation, word2vec [17] embedding along with TF-IDF scores. As
we can see from these discussions use of TF-IDF is very common
in the area of disaster related tweet classification.

In this work we focus on the task of classifying informative
tweets posted during disasters. The example classes we consider
are resource availability and requirement related, infrastructure
damage related, etc. Even minor improvement in the classification
performance can help the rescue organizations to look at specific
messages and accordingly make decisions to channel the relief op-
erations in appropriatemanner.We used three disaster related tweet
datasets to test the effectiveness of our proposed feature construc-
tion techniques. Our methods significantly outperformed the TF-
IDF based classification method on these benchmark datasets.

The rest of the paper is organized as follows. In Section 2 we
discuss related works in the field of TF-IDF score modification for
classification task. We define the problem in Section 3. Section 4

discusses about proposed approach in detail. Discussion about our
experimental setup along with dataset details are given in Section
5. Finally, we will present our experimental results in Section 6.

2 RELATEDWORK
In this Section, we look at different work from the literature that
deals with variants of TF-IDF modification for classification tasks.
However,most techniques are based on feature-selection approach,
rather than TF-IDF score modification, in which a subset of fea-
tures are selected based on terms’ discriminative power. This sub-
set selection can be done using various methods like, Information
Gain (IG) [2], Chi-square [19], Mutual Information [26], etc. How-
ever, these methods do not take advantage of term’s frequency
among classes. However, people have experimented with differ-
ent TF-IDF modification techniques. Below we discuss few such
approaches present in literature.

Authors in [3] incorporated bi-grams along with traditional uni-
grams based features to incorporate extra information. Although
this approach does not alter the values of TF-IDF, they increase
the number of unique features in the vocabulary. They showed
that increasing the vocabulary size might increase classifier per-
formance. Bi-Normal Separation (BNS) was used instead of IDF
when generating features by the authors of [5]. BNS ranks terms
based on their distinguishing power. Authors found scaling terms’
importance by BNS without any feature selection improved their
classifier accuracy. In [12] an entropy based approach was pro-
posed called Entropy-based Category Coverage Difference (ECCD)
in which they calculated the entropy of each term across classes to
get the importance of terms for different class concentrations. To
tackle class imbalance problem, [14] proposed a probability based
termweighting scheme which improved classifier performance for
classes in which number of data points are less compared to other
classes. In another approach, semantically modified TF-IDF scores
were used to categorize biomedical data by [15]. Better performance
of SVM classifier using modified feature set was found. Delta TF-
IDF was proposed by [16] which modifies the TF-IDF score to bet-
ter understand sentiments of blogs. The Delta part was calculated
by taking the difference in the TF-IDF score of positive and neg-
ative sentiments of training data. In [21], authors used inverse-
class-frequency (ICF) similar to IDF which denotes how important
a term is. ICF gives highest score to those terms which occur in
few classes and lowest score to terms which occur in many classes.
They showed using ICF instead of IDF gives better classifier perfor-
mance. [22] shows the effect of using IG to select most prominent
features instead of using all the features. They found that use of
IG improved their classification accuracy. The work by [24] pro-
posed low granular features for short text classification task focus-
ing mainly on Chinese texts. Authors in [25] also proposed two en-
tropy based approaches called tf.dc and tf.bdc which measure the
Distributional Concentration (DC) among classes. In DC approach,
entropy was calculated over classes rather than documents. In sec-
ond approach Balanced Distributional Concentration (BDC) was
proposed which takes class size into account to calculate DC. How-
ever, most of these approaches are tuned for long-text and does not
optimize for short texts where context information is limited.



3 PROBLEM DEFINITION
Our main goal in this work is to classify short-texts, given a set of
short-texts and their classes. The problem can be formulated as:

Let, T = {t1, t2, · · · , tN } be a set of N textual data points
and C = {1, 2, · · · ,m} be a set ofm classes. Given a set of
mappings of the form {t i , ci1, · · · , c

i
k } where data t i ∈ T

and classes ci1, · · · , c
i
k ∈ C , our goal is to find all applicable

classes for a new data tnew .
Below we discuss our proposed methods of utilizing term-class re-
lationship when constructing TF-IDF features.

4 PROPOSED METHOD
We want to classify unseen short texts, given a set of short-texts
and their class labels as training data. Keeping this objective in
mind, we first try to identify ways of measuring the term’s rela-
tionship with different classes. Then we see how this information
can be leveraged to assign new tweets to appropriate classes. For
terms that are inherently specific to certain classes, we expect their
distributions to be concentrated in those classes. On the other hand,
terms that are generic may be roughly uniformly distributed over
all the classes. One commonway to identify presence or absence of
such concentrations is through Entropy. We compute the entropy
of a term ti as

H (t i ) = −
∑
c
pic × log2(pic )

wherepic is the probability that if a term ti is present in a document,
then the document comes from class c . We estimate pic as the ratio
of number of times ti is present in class c and the number of times
it is present across all classes. Then, the formula for computing
entropy of a term ti can be written as:

H (t i ) = −
m∑
c=1

tcic
tci

× log2

(
tcic
tci

)
. (1)

where tcic denotes the count of term t i in class c and tci denotes
the count across all classes, i.e. tci =

∑m
k=1 tc

i
k .

4.1 Normalized Entropy Boosting
Once we calculated the entropy of each term in the corpus, we
want to get an estimate of how informative (concentrated) a term
is for each class. We proposed an entropy based approach called
Normalized Entropy Boosting. We calculated Normalized Entropy
(NE) for term t i by,

NE(t i ) = Hmax − H (t i )
Hmax

(2)

whereHmax = maxt i H (t i ) andHmax denotes themaximumvalue
of all the entropies. We modified the TF-IDF values by following
equation,

TF .IDFNE (t i ) = TF .IDF (t i ) × NE(t i ) (3)

Terms which are concentrated in few classes should have higher
NE whereas terms that are almost uniformly distributed among
classes should have lower NE. Although TF.IDFNE gives better pre-
cision than traditional TF-IDF, but Recall is very low as observed
in Table 4. We propose another approach in Section 4.2 to improve
performance over TF.IDFNE .

4.2 Class Normalized Entropy Boosting
Here we propose our second approach which handles the low Re-
call problemmentioned in Section 4.1. This approach retains the ac-
tual TF-IDF score and boosts the class-specific term’s importance
as a side information. In this way, we would be able to retain signif-
icance of TF-IDF based scores and also be able to give extra boost to
known important terms. The entropy measure described in above
Section 4.1 suffers from class size imbalance, mainly for smaller
classes. In this approach, we also factor in the class sizes when
computing the Importance Weight (IW) of a term. We can calcu-
late the IW of term t i for class c as follows:

IW (t ic ) =
tcic
kc

where kc denotes the number of terms present in class c . Now, we
calculate the Class Normalized Entropy (CNE) by considering both
entropy and importance according to the following equation.

TF .IDFCNE (t ic ) =
TF .IDF (t

i ) + NE(t i ) × IW (t ic )
k

, if TF .IDF (t i ) > 0

0, otherwise
(4)

The denominator k works as a normalizing hyper-parameter. Ef-
fects of the additional boosting can be controlled by changing the
value of k . More detailed effects of k is discussed in Section 5.3.

5 EXPERIMENTAL DETAILS
In our experiments, we used Support Vector Machine (SVM) [4]
with linear kernel as our classifier. Many studies [8], [10], [18],
[20] found SVM works best with TF-IDF feature vectors in disas-
ter scenario. SVMwith three different TF-IDF boosting approaches
were used for experiments. TF .IDF denotes simple TF-IDF values,
TF.IDFNE denotes TF-IDF values with Normalized Entropy. Our
other approach in Section 4.2 is denoted as TF.IDFCNE . We also
implemented the approach discussed in [12] called ECCD and de-
noted as TF.IDFECCD in Table 41.

5.1 Datasets
Three disaster related tweets datasets were used for experimenta-
tion. “Forum for Information Retrieval Evaluation” 2016 (FIRE16)
[6] and 2017 (FIRE17) [1] datasets which contain tweets posted dur-
ing Nepal 2015 earthquake were selected. Class details of FIRE16
and FIRE17 are mentioned in Tables 1a and 1b respectively. We
also tested with “Social Media for Emergency Relief and Prepared-
ness” 2017 (SMERP17) [7] dataset containing tweets posted during
August 2016 earthquake in Italy. Details of the SMERP17 dataset
are given in Table 1c2. We also created a custom dataset by merg-
ing SMERP17 and FIRE16 datasets denoted as FIRE16+SMERP17 1d.
As the number of classes varies between them, we mapped FIRE16
to 4 classes similar to SMERP17. The mapping between the two
datasets is given in Table 3. We could not find any suitable map-
ping for class 5 of dataset FIRE16, so we removed all the tweets
which occurs only in class 5. All of the above mentioned datasets
were divided into train and test sets with 70% and 30% of the to-
tal available labeled data respectively. The class details were given
1The source code to reproduce the study can be found on github
2It is to be noted that data count may vary from the original dataset mentioned. Twit-
ter does not allow direct tweet sharing, tweets were downloaded before the experi-
ments and some tweets may not be retrieved if it is deleted or made private.



in TREC format. Description of each class contains four fields: the
class ID, title (small title to denote the class), desc (short descrip-
tion of the class) and narr (detailed narrative of which text should
be considered for this class). Example of class description in TREC
format is given below for class 7 of FIRE16 dataset and class 1 of
SMERP17 dataset.

<num> Number: FMT7
<title> WHAT INFRASTRUCTURE DAMAGE AND
RESTORATION WERE BEING REPORTED
<desc> Description: Identify the messages which
contain information related to infrastructure
damage or restoration.
<narr> A relevant message must mention the damage
or restoration of some specific infrastructure
resources, such as structures (e.g.,
dams, houses, mobile tower), communication
infrastructure (e.g., roads, runways, railway),
electricity, mobile or Internet connectivity,
etc. Generalized statements without reference
to infrastructure resources would not be
relevant.

<num> Number: SMERP-T1
<title> WHAT RESOURCES ARE AVAILABLE
<desc> Identify messages which describe the
availability of some resources.
<narr> A relevant message must mention the
availability of some resource like food,
drinking water, shelter, clothes, blankets,
blood, human resources like volunteers,
resources to build or support infrastructure,
like tents, water filter, power supply, etc.
Messages informing the availability of transport
vehicles for assisting the resource distribution
process would also be relevant. Also, messages
indicating any services like free wi-fi, sms,
calling facility etc. will also be relevant.
In addition, any message or announcement about
donation of money will also be relevant. However,
generalized statements without reference to any
resource would not be relevant.

5.2 Preprocessing
Before working with the data we preprocessed and cleaned it by
performing the below-mentioned steps in sequence.

(1) Acronym Expansion: Tweets are generally written with
various acronyms. We used a modified version of the dictio-
nary given in [9] by adding some extra terms ourselves. All
the abbreviated words were replaced by the phrase/words
given in the dictionary.

(2) Removal of Emoticons and non-ASCII Characters: An-
other prevalent problemwith tweets is emoticons.We search
for and removed all emoticon and non-ASCII characters by
pattern matching.

Table 1: Class number, title and training and test data counts

(a) Class specific details of dataset FIRE16

Class Title Train Test
1 Resources Available 401 175
2 Resources Required 210 81
3 Medical Resources Available 231 100
4 Medical Resources Required 75 36
5 Resources Specific Locations 135 53
6 Activities NGOs / Government 252 119
7 Infrastructure Damage Restoration 178 74

Average tweets per class 211 91
(b) Class specific details of dataset FIRE17

Class Title Train Test
1 Need related 461 207
2 Availability related 148 55

Average tweets per class 304 131

(c) Class specific details of dataset SMERP17

Class Title Train Test
1 Resources Available 228 82
2 Resources Required 152 62
3 Infrastructure Damage, Restoration, Ca-

sualties
1405 611

4 Rescue Activities NGOs / Government 255 105
Average tweets per class 510 215

(d) Class specific details of dataset FIRE16 + SMERP17

Class Title Train Test
1 Resources Available 733 367
2 Resources Required 402 156
3 Infrastructure Damage Restoration 1610 658
4 Activities NGOs / Government 494 237

Average tweets per class 809 354

(3) Case Folding: All tweet texts were converted to lower case
after all the above mentioned processing was done.

(4) Stop-words andPunctuationRemoval:After all the above
mentioned steps were done we removed any word from the
tweet which is present in the nltk stopwords3.

(5) Special Character Removal: We removed characters like
‘#’, ‘@’ without removing the corresponding hashtags or
user mentions. Also, we removed some other special words
like “rt", “via" and “amp" which are not stop-words but con-
tains no value whatsoever.

(6) URLs and Phone numbers handling: URLs’ and phone
numbers present in any tweet was replaced by keywords
“urlurl" and “phonenumber" respectively.

3https://raw.githubusercontent.com/nltk/nltk_data/gh-
pages/packages/corpora/stopwords.zip

https://raw.githubusercontent.com/nltk/nltk_data/gh-pages/packages/corpora/stopwords.zip
https://raw.githubusercontent.com/nltk/nltk_data/gh-pages/packages/corpora/stopwords.zip


Belowwe show a tweet in original form and after preprocessing
was done:

Table 2: Tweet before and after preprocessing

Be-
fore:

Doctors Italian Relief Corps of the Order of Malta are
providing help in areas hit by violent earthquake in Italy
https://t.co/DDszXXhKgn

Af-
ter:

doctors italian relief corps order malta providing help
areas hit violent earthquake italy urlurl

5.3 Parameter Tuning and Cross Validation
We have two different types of hyper-parameter. First parameter
is the value of k in Equation (4) which decides the contribution of
class specific boosting of our approach TF.IDFCNE and the regu-
larization parameter for SVM classifier.We first tuned the boosting
parameterk without tuning the regularization parameter4.We con-
sidered [1, 2, 3, · · · 10] as values of k to tune the boosting parameter
and found k = 2 gives best result 5. We fixed the value of k for all
subsequent operations.

We used 5-fold cross validation on the training set to tune the
regularization parameter of SVM. It was tuned with values [10−1,
100, 101, · · · , 104]. Regularization parameter in SVM indicates the
amount of importance to be given to wrong classifications. Higher
value signifies higher cost for miss classifications. However, there
is a trade-off of incrementing, as it shrinks the margin between
classes. As a result we will get a classifier with a small margin. It
should be noted that in case of TF.IDFCNE regularization parame-
ter was tuned after our boosting parameter tuning was done.

6 RESULTS
In this Section, we discuss our findings related to the effects of TF-
IDF boosting for disaster related tweets.

4Regularization parameter was set to 1 during boosting parameter k was tuned.
5Results in Table 4 for TF.IDFCNE is after regularization parameter was tuned.

Table 3: Class mappings between FIRE16 and SMERP17

FIRE16 Class Class SMERP17 Class Class
Resources Available 1 Resources Available 1Medical Resources
Available

3

Resources Required 2 Resources Required 2Medical Resources Re-
quired

4

Resources Specific Lo-
cations

5 -

Activities NGOs / Gov-
ernment

6 Rescue Activities
NGOs / Government

4

Infrastructure damage
restoration

7 Infrastructure Damage,
Restoration, Casualties

3

6.1 Results for the complete collection - all
classes considered together

Table 4 lists the F1, Precision and Recall of our experiments on
4 datasets mentioned in Section 5.1. We can observe from Table
4 that incorporating class specific information in the TF-IDF for-
mulation has significantly increased classifier accuracy over tradi-
tional TF-IDF in all datasets.

In the NE approach (TF.IDFNE ), we can clearly see that the Pre-
cision has increased over traditional TF.IDF but Recall went down
bringing down the F1 score. Although TF.IDFNE gives better pre-
cision than traditional TF-IDF, it fails to generalize where new
data points do not contain any important terms from the existing
training set vocabulary. As a result, NE value for those new terms
will be very low and TF.IDFNE gives very low score to that data
point. This happens because of the multiplicative nature of Equa-
tion (3). This is in-fact one of the limitations of TF.IDFNE boosting
approach. As we are multiplying the boosted value with TF-IDF, if
the boosting value is low it will bring down the overall score for
TF.IDFNE . We found this happens significantly more in smaller
classes (small number of data points in the training set) because
the vocabulary size for that class will be very limited. However,
this technique might be useful in scenarios where Precision has
higher priority than Recall.

Our second approach called TF.IDFCNE generalizes better than
TF.IDFNE as seen in Table 4. This technique is able to handle un-
seen terms better and works well for smaller datasets where some
of the actual important terms may not have sufficient statistics in
the observed data as it incorporates the vocabulary size of each
class. Our approach gives better result than TF.IDFECCD . However,
we still see Recall is low in the first two datasets. This is happen-
ing because of the small number of data points. One of the obvious
remedy of this problem is to have more data. FIRE16 and FIRE17
have 211 and 304 data point per class on average respectively as
mentioned in Table 1a and 1b.More data will most likely include all
possible important terms to the vocabulary. This behavior can be
observed in case of SMERP17 and the FIRE16 + SMERP17 dataset as
they on average have 510 (Table 1c) and 809 (Table 1d) data points
per class respectively.

6.2 Results for individual classes
In this Section we look more deeply into individual class label
performances of our proposed approaches. Consolidated perfor-
mances of all the approaches mentioned in Section 4.2 is provided
in Table 5, 6, 7 and 8. We see better performance of our proposed
approaches than traditional TF-IDF when available training data
was large. Our approach TF.IDFCNE performed poorly than tradi-
tional TF.IDF for only for class 4 of FIRE16 dataset as observed in
Table 5d. It should also be noted that class 4 of FIRE16 has only 75
training data among all the classes across all datasets as seen on
Table 1. Figure 1a, 1b, 1c, 1d display the F1 scores of FIRE16, FIRE17,
SMERP17 and FIRE16 + SMERP17 datasets respectively.

7 CONCLUSION
In this paper we studied the usefulness of class specific TF-IDF
score boosting. It is evident that incorporating class details by the



(a) F1 score of different classes for dataset FIRE16

(b) F1 score of different classes for dataset FIRE17

(c) F1 score of different classes for dataset SMERP17

(d) F1 score of different classes for dataset FIRE16 + SMERP17

Figure 1: F1 scores of different classes

Table 4: Consolidated results of TF-IDF boosting approaches

Dataset Feature F1 score Precision Recall

FIRE16

TF.IDF 0.6701 0.6526 0.6936
TF.IDFNE 0.6535 0.7396 0.6081
TF.IDFECCD 0.6801 0.7633 0.6284
TF.IDFCNE 0.6856 0.7643 0.6380

FIRE17

TF.IDF 0.8751 0.8703 0.8801
TF.IDFNE 0.8417 0.8647 0.8237
TF.IDFECCD 0.8710 0.8831 0.8600
TF.IDFCNE 0.8767 0.8849 0.8692

SMERP17

TF.IDF 0.8605 0.8629 0.8604
TF.IDFNE 0.8771 0.8851 0.8711
TF.IDFECCD 0.8677 0.9082 0.8333
TF.IDFCNE 0.8825 0.8994 0.8680

FIRE16 + SMERP17

TF.IDF 0.8034 0.8276 0.7831
TF.IDFNE 0.8365 0.8386 0.8350
TF.IDFECCD 0.8443 0.8686 0.8223
TF.IDFCNE 0.8452 0.8663 0.8260

means of entropy and term frequencies can improve classifier ac-
curacy over a purely TF-IDF scoring scheme. We showed our ap-
proach to work on 4 different multi-label disaster related datasets
of short-texts. However, we also found that our approach works
better if the classes are sufficiently large. In our future work we
want to handle boosting such a way so that it can handle imbal-
anced class sizes. Another improvement can be explored if extra
dimensional info can be incorporated for better perform.
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Table 5: Class specific results for FIRE16

(a) Class specific results for FIRE16 dataset with TF.IDF

Class F1-score Precision Recall
1 0.6949 0.7028 0.6871
2 0.6708 0.6543 0.6883
3 0.7794 0.7600 0.8000
4 0.4666 0.3888 0.5833
5 0.5420 0.5471 0.5370
6 0.6120 0.5966 0.6283
7 0.9251 0.9189 0.9315

(b) Class specific results for FIRE16 dataset with TF.IDFNE

Class F1-score Precision Recall
1 0.7288 0.7206 0.7371
2 0.7125 0.7215 0.7037
3 0.8205 0.8421 0.8000
4 0.3333 0.6666 0.2222
5 0.5000 0.6285 0.4150
6 0.6139 0.6875 0.5546
7 0.8652 0.9104 0.8243

(c) Class specific results for FIRE16 dataset with TF.IDFECCD

Class F1-score Precision Recall
1 0.7365 0.7303 0.7428
2 0.7374 0.7468 0.7283
3 0.8242 0.8651 0.7700
4 0.4230 0.6875 0.3055
5 0.5617 0.6944 0.4716
6 0.5999 0.6923 0.5294
7 0.8873 0.9264 0.8513

(d) Class specific results for FIRE16 dataset with TF.IDFCNE

Class F1-score Precision Recall
1 0.7380 0.7277 0.7485
2 0.7530 0.7530 0.7530
3 0.8210 0.8666 0.7800
4 0.4230 0.6875 0.3055
5 0.5617 0.6944 0.4716
6 0.5999 0.6923 0.5294
7 0.9027 0.9285 0.8783

Table 6: Class specific results for FIRE17

(a) Class specific results for FIRE17 dataset with TF.IDF

Class F1-score Precision Recall
1 0.9466 0.9512 0.9420
2 0.8035 0.7894 0.8181

(b) Class specific results for FIRE17 dataset with TF.IDFNE

Class F1-score Precision Recall
1 0.9383 0.9209 0.9565
2 0.7450 0.8085 0.6909

(c) Class specific results for FIRE17 dataset with TF.IDFECCD

Class F1-score Precision Recall
1 0.9496 0.9428 0.9565
2 0.7924 0.8235 0.7636

(d) Class specific results for FIRE17 dataset with TF.IDFCNE

Class F1-score Precision Recall
1 0.9496 0.9428 0.9428
2 0.8037 0.8269 0.7818



Table 7: Class specific results for SMERP17

(a) Class specific results for SMERP17 dataset with TF.IDF

Class F1-score Precision Recall
1 0.7931 0.7500 0.8414
2 0.7833 0.7966 0.7704
3 0.9901 0.9885 0.9918
4 0.8756 0.9166 0.8380

(b) Class specific results for SMERP17 dataset with TF.IDFNE

Class F1-score Precision Recall
1 0.8352 0.8068 0.8658
2 0.7758 0.8181 0.7377
3 0.9902 0.9854 0.9950
4 0.9073 0.9300 0.8857

(c) Class specific results for SMERP17 dataset with TF.IDFECCD

Class F1-score Precision Recall
1 0.8148 0.8250 0.8048
2 0.7747 0.8600 0.7049
3 0.9934 0.9918 0.9950
4 0.8877 0.9570 0.8285

(d) Class specific results for SMERP17 dataset with TF.IDFCNE

Class F1-score Precision Recall
1 0.8352 0.8255 0.8658
2 0.7931 0.8363 0.7540
3 0.9918 0.9886 0.9950
4 0.9000 0.9473 0.8571

Table 8: Class specific results for FIRE16 + SMERP17

(a) Class specific results for FIRE16 + SMERP17 dataset with TF.IDF

Class F1-score Precision Recall
1 0.7808 0.8118 0.7520
2 0.7622 0.8385 0.6987
3 0.9749 0.9771 0.9726
4 0.6957 0.6829 0.7089

(b) Class specific results for FIRE16 + SMERP17 dataset with
TF.IDFNE

Class F1-score Precision Recall
1 0.8354 0.8483 0.8228
2 0.7973 0.8133 0.7820
3 0.9756 0.9756 0.9756
4 0.7377 0.7171 0.7594

(c) Class specific results for FIRE16 + SMERP17 dataset with
TF.IDFECCD

Class F1-score Precision Recall
1 0.8446 0.8768 0.8147
2 0.8054 0.8613 0.7564
3 0.9831 0.9907 0.9756
4 0.7441 0.7457 0.7426

(d) Class specific results for FIRE16 + SMERP17 dataset with
TF.IDFCNE

Class F1-score Precision Recall
1 0.8455 0.8724 0.8201
2 0.8095 0.8623 0.7628
3 0.9802 0.9817 0.9787
4 0.7457 0.7489 0.7426
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