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Zero downtime is a fairly common requirement in large scale distributed systems

running critical business logic. But, most of the software run in production today is

not built with this requirement in mind. The standard approach to maintain up-time

is by using redundant hardware which is both expensive and complex.

The ability of a program to update itself while in execution is commonly know

as Dynamic Software Updating. DSU also helps in rapid prototyping. The ability

to modify a running program on the fly is also useful in supporting interactive

programming.

Cloud Haskell is a framework for writing distributed applications in Haskell similar

to Erlang. In this thesis, we try to solve the problem of hot-code reloading a Cloud

Haskell application. We first try to figure out Erlang’s behaviour with respect to

message reliability, version existence and quiescence. We use Haskell’s code reloading

runtime facility to build a prototype solution which can upgrade a single process in a

module running on a single node without state preservation. We then discuss other

approaches which might scale better in a distributed scenario and can be generalized

to any Cloud Haskell like system. We conclude with a list of issues to be resolved to

develop a general solution to the problem of hot-code reloading in Cloud Haskell.
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Chapter 1

Introduction

With CPU gigahertz race behind us, parallelism has started rising in importance.

When Moore’s law used to guarantee doubling CPU clock speed every two years, the

lazy strategy to improve the speed of a slow program was to simply wait. With time,

it would become automatically faster. But this does not happen anymore. CPU

clock speeds have stagnated. Programs have to be re-written to use multiple cores

to improve performance. The cost of scaling the number of cores on a multi-core

CPU is quite prohibitive. Buying expensive systems with large number of CPU cores

is termed as vertical scaling. This is neither elastic nor very reliable. Horizontal

scaling is about using a large number of low cost compute machines and improving

performance by simply adding more machines. Horizontally scaling the computation

across a range of commodity compute nodes is much more cost effective, scales

more incrementally and is becoming increasingly popular for programming compute

intensive distributed applications. This approach of renting a cluster of nodes with

on-demand elastic scaling of resources is commonly known as “cloud computing”.

Cloud Haskell [1] is a framework for writing distributed cloud-based applications

in Haskell. It is conceptually very similar to Erlang [2] which is very popular in

industry [3].
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1.1 Challenges in a distributed system

Developing distributed programs which can scale horizontally across a large number

of nodes presents some unique challenges:

• When programming the cluster as a whole, there is a need to coordinate various

processes running on heterogeneous systems. Most programming languages do

not directly address the problem of distributed concurrency. The dominant

model of concurrency in most mainstream programming languages is usually the

shared-memory variety. It relies on the concept of multiple threads modifying

shared mutable data. This model is not very useful in a distributed model.

Glasgow Distributed Haskell [4] tries to replicate the model of shared memory

concurrency in a distributed system. This model is not very successful because

the cost of moving data across in a distributed system becomes a dominant

factor. By making message passing explicit, Cloud Haskell exposes the cost of

message passing to the programmer.

• The problem of fault tolerance becomes non-trivial in a distributed system.

When a distributed program is running across hundreds of thousands of nodes,

some of the nodes will fail at any given moment of time with very high probab-

ility. A failure of a node should not require restarting the whole calculation , or

the calculation might never finish. The programmer needs tools to detect and

respond to failures as part of the programming model. Cloud Haskell allows

monitoring of processes and exposes primitives to handle node failures.

1.2 Hot Code Reloading

1.2.1 The Problem

Current Cloud Haskell systems cannot be easily upgraded from one version of the

code to the next. There is no support in the tool to enable safe upgrades. Moreover,
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if there are multiple versions running concurrently, processes having incompatible

types won’t communicate and the current implementation fails silently. This makes

debugging very hard since the programmer cannot figure out the issue if no error

is generated due to incompatible versions. Ad-hoc update mechanisms like using

external tools for updating a cluster are neither safe nor efficient and very error-prone.

In this thesis, we work on the problem of supporting hot-code reloading, commonly

known in literature as Dynamic Software Updating, a running Cloud Haskell system

with zero downtime.

1.2.2 Why Hot Code Reloading

• Zero downtime is a fairly common requirement in large scale distributed systems

running critical business logic. This is especially true in financial transaction

systems, telephone switches, airline traffic control systems and other mission

critical systems.

• Hot code reloading is less expensive than using redundant hardware for man-

aging upgrades. Loss of web service during maintenance is no more acceptable

and leads to lost revenues. For example, Visa makes use of 21 main frames to

run its fifty-million-line transaction processing system. It is selectively able to

take machines down and upgrade them by preserving relevant state in other

online systems and complex state migration. This approach is expensive as

well as increases the complexity of deploying updates.

• It helps in rapid prototyping and increases developer productivity by reducing

the length of an iteration cycle. The ability to modify a running program and

update it on the fly saves a lot of time which would be otherwise wasted in

restarting a program and rebuilding all the relevant state. Moreover, the real

time feedback available to the programmer when he changes the program is

very valuable in supporting interactive programming.

• Language level updating facility is more reliable than using external tools to
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safely update a software. Manually distributing the updated version using tools

like scp, puts the burden of responsibility on the programmer to make sure that

all nodes are running the same node. This can be quite error-prone because

Cloud Haskell would silently fail during communication between processes of

incompatible types.

1.2.3 Example of Hot Code Reloading in Erlang

Erlang supports language level dynamic software updating. A process in erlang can

update into the new version by making an external call to its module.

We demonstrate an example of hot code reloading in erlang by the help of a

counter process. It can receive a message to increment the running counter, or a

message to send the current counter value, it can also receive a message to update

itself.

Figure 1.1 Hot code loading in erlang : version 1

%% A process whose only job is to keep a counter.

%% First version

-module(counter).

-export([start/0, codeswitch/1]).

start() -> loop(0).

loop(Sum) ->

receive

{increment, Count} ->

loop(Sum+Count);

{counter, Pid} ->

Pid ! {counter, Sum},

loop(Sum);

update ->

?MODULE:codeswitch(Sum)

% Force the use of 'codeswitch/1' from the latest MODULE version

end.

codeswitch(Sum) -> loop(Sum).

In version 2, we add the possibility to reset the counter to 0.



5

Figure 1.2 Hot code loading in erlang : version 2

%% Second version

-module(counter).

-export([start/0, codeswitch/1]).

start() -> loop(0).

loop(Sum) ->

receive

{increment, Count} ->

loop(Sum+Count);

reset ->

loop(0);

{counter, Pid} ->

Pid ! {counter, Sum},

loop(Sum);

update ->

?MODULE:codeswitch(Sum)

end.

codeswitch(Sum) -> loop(Sum).

On receiving an update message, loop will execute an external call to codeswitch.

If there is a new version of “counter” module in memory, the its codeswitch function

will be called with the update state. In our example, we pass the same state to the

new version.

The goal of hot code reloading in Cloud Haskell is to have similar style of code

upgrade facility as Erlang.

1.3 Contributions

The contributions made in this thesis are:

• Understanding Erlang’s behaviour with respect to Version Coexistence, Quies-

cence and message reliability during upgrades.

• A prototype implementation for upgrading a single Cloud Haskell node with

multiple processes with one version of module in memory with no state persist-
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ence.

• A discussion on other approaches that we tried and the challenges faced.

• A high level overview of the proxy approach with emphasis on the problems of

addressibility, serialization and code transmission.

• Discovered multiple issues with plugins library which need to be fixed to enable

hot-code reloading in Cloud Haskell.

The rest of the thesis is organized as follows. Chapter 2 gives a brief tour of Cloud

Haskell and the design decisions taken which set the background for understanding

the rest of the thesis. Chapter 3 highlights the major related concepts found in the

field of Dynamic Software Updating. Chapter 4 describes our various experiments

and approaches to hot code reloading in Cloud Haskell. Chapter 5 concludes by

listing the important and urgent problems that need to be solved to enable full

support for hot-code reloading



Chapter 2

A brief tour of Cloud Haskell

In this chapter, we will briefly cover the overall design decisions which influence the

development of Cloud Haskell. This is useful in understanding the trade-offs taken

by Cloud Haskell. The problem of hot code reloading and our implementation in the

following chapters requires an understanding of these decisions.

2.1 The Design Decisions

2.1.1 Implementing Erlang in Haskell

The key idea is : Program the cluster as a whole, not individual nodes. Same program

runs on all the nodes. The programmer does not have to worry about how the

individual nodes behave. To implement this model, Cloud Haskell takes inspiration

from the Erlang [3] style of programming which has been highly successful in the

industry . The design decisions are influenced heavily by the motto: “If in doubt, do

it the way Erlang does it”.

We give reasons for why Cloud Haskell is an improvement over Erlang:

Improved tooling and library ecosystem Compared to Erlang, Haskell has a

much more mature ecosystem of tools and libraries. The package manager of

Haskell, Hackage has more than 5000 packages covering a variety of domains.
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Static vs Dynamic Typing Haskell’s static typing with type inference eliminates

whole class of bugs at compile time.

Modular Architecture In erlang, the networking stack is embedded into its run

time system. It is difficult to use Erlang in exotic network protocols such as

infiniband, CCI, etc Cloud Haskell on the other hand keeps the network stack

decoupled as a library.

Multiple Concurrency Abstractions Apart from message passing across nodes,

individual nodes can still use concurrency primitives such as Threads and STM

as necessary. In case of high capacity, multi-core nodes, it might make better

sense to use shared concurrency constructs than actor model and Cloud Haskell

allows that. It encourages right abstraction at the right level. Erlang does not

provide other concurrency primitives.

A more precise and well-defined semantics Erlang’s semantics does not guar-

antee message reliability. In case of node disconnects, Erlang buffers the

messages temporarily and then drops messages, sacrificing reliability property.

Since messages cannot be buffered indefinitely, it is difficult to guarantee reliab-

ility. Cloud Haskell instead provides an explicit reconnect primitive to accept

intermediate message loss.

2.1.2 Library vs Run Time System

Compared to other approaches where the implementation is tied up with the run-time

system (RTS), Cloud Haskell is implemented as a Haskell library. The advantages

are the following :

Portability As a library, it can be compiled against Haskell compilers other than

GHC.

Modular The whole architectural flexibility afforded by Cloud Haskell is only pos-

sible because it is not tied with the RTS. Various layers of the stack can be
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replaced with alternative implementations. Moreover, alternative implementa-

tions of Cloud Haskell can be developed and easily compared with each other.

Contributor Friendly GHC is a huge code-base and monolithic. If cloud haskell

was embedded into the run-time system, any contributions from other open-

source developers would be difficult due to the higher bar in developing patches

for GHC and getting those patches accepted.

Speed of Development GHC releases are usually bi-yearly or longer. Any small

improvements in Cloud Haskell would have to wait for six months to get to

mainstream if implemented inside the RTS. As a library, the fixes can be

uploaded continuously to Hackage without any delay.

2.1.3 Modular Architecture

The architecture of Cloud Haskell is highly decoupled from the transport backend.

A major issue with Erlang is that it is difficult to use in exotic network protocols like

infiniband, CCI, etc. Cloud Haskell has a unified Network Transport interface which

provides a uniform abstraction for a variety of network protocols. Porting a Cloud

Haskell program to another network protocol is as simple as using the corresponding
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network transport implementation for the given protocol. Even the Cloud Haskell

module is a stub API which simply re-exports the actual Cloud Haskell backend

API. This makes it very easy to try out competing implementations of Cloud Haskell

itself.

2.1.4 The Actor Model and Cloud Haskell

The dominant model of programming a distributed application running in a cluster

of nodes is via message-passing. MPI [5] and Actor Model [6] are the popular

models for message-passing. In actor model, isolated (no shared memory) lightweight

processes are the smallest program primitives [6]. These processes communicate only

by sending and receiving messages.

2.1.5 Actor vs Thread

Although, Actor is a concurrency abstraction similar to Thread, it has subtle differ-

ences which makes it suitable in a distributed setting. A comparison is listed in the

table below.

Table 2.1: Actor vs Thread

Actor Thread

can create more actors can create more thread
can have private local state can have private local state
has NO shared state has limited shared state
communicates via asynchronous message passing communicates via shared variables

The essential difference between the two is about isolation and message passing.

The appeal of actor model is its simplicity. By avoiding shared state, it eliminates a

whole class of concurrency bugs by definition. It is easier to reason about because

each actor can now be considered in isolation and independent of other actors.

More formally, an actor is a computational entity that, in response to a message

it receives, can concurrently [6] :

• send a finite number of messages to other actors
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• create a finite number of new actors

• designate the behavior to be used for the next message it receives

The only popular programming language based on actor model is Erlang [7].

Recently there has been a rise in the number of different implementations of actor

model. Instead of designing a new programming language, the current actor based

systems are implemented by embedding as a concurrency paradigm inside a host

language. This has obvious advantages which are discussed in [8]. Some popular

implementations are Akka (Scala and Java), Celluloid (Ruby) and Cloud Haskell

(Haskell).

2.2 The Core API

For complete documentation of Cloud Haskell API, the haddock documentation can

be read at [9].

The central abstraction in Cloud Haskell for message passing is the Process monad.

It keeps track of the state associated with a process, primarily the message queue

associated with the process. Any code running in the Process monad has access to

the data structures representing the process and can pass these data structures to

other Process-monadic functions that it calls. All functions dealing with sending and

receiving of messages, spawning and linking processes must be in the Process monad.

• Since Process monad in an instance of MonadIO, arbitrary IO functions can

be called in Process monad via liftIO.

• ProcessId is a type corresponding to the process identifier. NodeId is similarly

defined for nodes.

• Any type which is an instance of Typeable and Binary is also an instance of

Serializable.
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• send takes a process-id and a serializable message and sends it asynchronously

to the corresponding process. An example in the next section demonstrates

the send and receive functions.

Figure 2.1 Core API

instance Monad Process

instance MonadIO Process

data ProcessId

data NodeId

class (Typeable a, Binary a) => Serializable a

send :: Serializable a => ProcessId -> a -> Process ()

expect :: Serializable a => Process a

spawn :: NodeId -> Closure (Process ()) -> Process ProcessId

getSelfPid :: Process ProcessId

getSelfNode :: Process NodeId

2.3 Ping Pong in Cloud Haskell

The program described in Figure 2.2 is the hello world equivalent in distributed

systems. A client process sends a Ping message to the server process. On receiving

the Ping, the server process prints a message “Got a Ping”.

In main, we initialize a network transport tcp backend, setup a local node and

run the process ignition on the local node.

The process “ignition” spawn the “server” process and the “client” process on

the local node and waits a while otherwise the child processes will get killed when

the parent terminates.

A channel is a tuple (SendPort a, ReceivePort a) on which only values of type

“a” can be transmitted. In this case, it is the data type Ping. We create a binary

instance of Ping to make it serializable.
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Figure 2.2 Ping Pong in Cloud Haskell

module Main where

import Control.Concurrent ( threadDelay )

import Data.Binary

import Data.Typeable

import Control.Distributed.Process

import Control.Distributed.Process.Node

import Network.Transport.TCP

data Ping = Ping deriving (Typeable)

-- binary instance declaration of Ping

instance Binary Ping where

put Ping = putWord8 0

get = do { getWord8; return Ping }

-- Ping is now serializable

server rPing = do

Ping <- receiveChan rPing

liftIO $ putStrLn "Got a ping!"

client :: SendPort Ping -> Process ()

client sPing =

sendChan sPing Ping

ignition :: Process ()

ignition = do

-- start the server

sPing <- spawnChannelLocal server

-- start the client

spawnLocal $ client sPing

liftIO $ threadDelay 100000 -- wait a while

main :: IO ()

main = do

Right transport <- createTransport "127.0.0.1" "8080"

defaultTCPParameters

node <- newLocalNode transport initRemoteTable

runProcess node ignition
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The client sends Ping on the SendPort of server. In case of server, receiveChan

blocks until a message of type Ping is received on the receive port. On receiving the

message, server prints “Got a Ping” to the console.



Chapter 3

Related work

The research field concerning hot code reloading in software is known as Dynamic

Software Updating (DSU). DSU is a field of research focused on safely upgrading

programs while they are running [10]. Although there is no existing research on DSU

in the area of distributed functional programming, there is lot of work in the field

of imperative and object oriented programming languages. We will briefly describe

the main ideas and concepts found in the literature. For a detailed survey of DSU

systems, please refer to the survey by Miedes and Muñoz-Escoí[11].

3.1 Formal specification of DSU

Any running program can be thought of a tuple (δ, P) where δ is the current program

state and P is the current program code. DSU systems transfer a running program

(δ, P) to (δ’, P’). The state must be transformed into a representation P’ expects.

This requires a state transformer function. Thus, DSU transforms (δ, P) to (S(δ), P).

An update is considered valid if and only if the running program (S(δ), P’) can be

reduced to a point tuple (δ’, P’) that is reachable from the starting point of the new

version of the program, (δinit, P’). For a formal description of this validity, please

refer to the paper by Gupta, Jalote and Barua[12].

Although this is one formal definition for DSU, there is no consensus on the

standard definition of DSU which can be applied in all cases. Miedes and Muñoz-
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Escoí[11] presents a list of definitions and requirements expected of a DSU system

according to different authors.

3.2 Related ideas and techniques

In this section, we briefly discuss the most relevant concepts and techniques related

to dynamic software updating. Although most of these issues have been proposed in

the context of imperative programming languages, they serve to highlight high level

approaches and challenges faced while building any DSU system.

3.2.1 Quiescence

Many proposals for DSU use some form of quiescence. The basic idea is that before

an update, the component to be updated reaches some stable state. Depending on

the author, this stability requirement is defined in different ways.

In the paper by Kramer and Magee[13], a node is quiescent if it is not going

to start data exchange or receive any data from any other node [13]. In [14], the

authors argue that when upgrading a subset of nodes, they must be in a quiescent

state. Segal and Frieder [15] propose the concept of active process and inactive

process. They propose the criteria for a process to be inactive and argue that when

applying an update, the process must be inactive. [12] propose that before updating

a function, the execution stack is checked to see if the function is being executed.

The update should only be applied if it is not present. Giuffrida and Tanenbaum

[16] propose an update manager component. During an update, update manager

notifies the components to update. The components transit to a controlled state as

soon as possible and send a reply back. When the update manager receives all the

replies, the update can be applied.

Some authors have criticized the concept of quiescence and its blocking require-

ments. For example, Vandewoude et al. [17] argue that quiescence is stricter than

necessary. They propose the concept of tranquility[17] as a more relaxed alternative.
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3.2.2 Binary Code Rewriting

Some authors propose rewriting of the binary code of the programs in memory, mostly

in Java and C. Fabry [18] was one of the first authors to propose the use of binary

rewriting in DSU systems. Bytecode rewriting of Java classes was proposed in [19]

to build an intermediary level that enable a regular Java application to be updated

in runtime. Hicks and Nettles [20] also use binary rewriting techniques to modify the

data types, service implementation and the client code that has access to the patched

code. Gregersen and Jørgensen [21] used the standard instrumentation facilities

provided by the JVM as part of their mechanism of updating Java programs. There

are many tools and libraries that offer bytecode manipulation (including runtime

manipulation) for Java such as ObjectWeb ASM [22], CGLIB [23], Javassist [24],

JRebel [25] and others.

Haskell currently does not have any tooling or infrastructure for binary rewriting

or instrumentation of binary code.

3.2.3 Proxies, Intermediaries and Indirection Levels

The idea of redirecting function calls by remapping its handlers is used in [26, 18].

Segal and Frieder [15, 27] use interprocedures, which are intermediate procedures

used to redirect the client invocations to old version procedures to their new version

counterparts. Purtilo, Hofmeister and Purtilo [28] propose the use of a software bus

to connect software modules by means of proxies. These proxies and the bus itself

intercept all the function calls and implement the dynamic reconfiguration of the

modules. Ajmani, Liskov and Shrira[30] propose the concept of simulation objects to

represent the past and future versions of an object. These objects are exposed to the

client as real objects. But internally they handle all redirection and invocation to

the actual objects.

We discuss a similar approach using proxies for Cloud Haskell in section 4.3
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3.2.4 State Transfer and Transformation Functions

Several authors identify the need to migrate the state from old version to the new

version for consistency. The concept of state transfer was first proposed in [31].

The basic idea is defining two accessor functions getState and setState to retrieve

and set the state of a component. Before upgrading a component, using getState

a seriablizable representation of the state is obtained which can then be migrated

using some transformation functions supplied by the programmer like in [31, 26, 27,

20, 29] and then transferred to the new version by using setState function. Gregersen

and Jørgensen also used a state transformation step which could be applied lazily

and on demand [21].

3.2.5 Source code static analysis

A variety of papers related to DSU use some kind of static analysis of the source

code to achieve different objectives. For instance, in [32, 33], static analysis is used

to identify points in which it is possible to dynamically apply updates to the classes

which ensure some correctness property. Neamtiu et al. proposed Ginseng [34], a

DSU solution for programs written in C. In there proposal, they use static analysis

of the source code to ensure that the updates are type-safe. Moreover, they also

use annotated source code to identify safe points which is manually marked by the

programmer. Altekar et al. propose OPUS [35] which uses similar analysis to detect

unsafe dynamic updates. Authors like Hicks and Nettles [20] and Chen et al. in their

POLUS system [36] use static analysis to build a patch that can be applied to the

old version dynamically.

3.2.6 Using underlying facilities

A number of papers are based on the underlying features of the given programming

language or infrastructure. Bloom’s Ph. D. thesis’ [26] solution is based on the

programs written only in Argus programming language. For C, there are some options
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like Gupta, Jalote and Barua [12], Ginseng by Neamtiu et al. [34] and POLUS by

Chen et al. [36]. In Java, there is great support for language level DSU facility

[37, 21, 38]. Dmitriev [39] uses an existing mechanism available in HotSpot Java

Virtual Machine to provide DSU of java code during debugging phase. Gregersen

and Jørgensen propose DSU solutions based on modifying the standard JVM.

The other approach is that authors provide their own custom infrastructure or

programming language. For example, Kramer and Magee proposal [13, 14] is based

on their CONIC configuration language and infrastructure. Stoyle et al. proposal

builds its own programming language, compiler, runtime and related tooling in [33].

Some solutions need specific hardware support. The proposal by Frieder and

Segal needs that the hardware architecture supports indirect addressing mode. Gupta,

Jalote and Barua [12] require that the hardware support segment based memory

addressing.

3.2.7 Version Coexistence

In some proposals, the new version can never co-exist with the old version. This is

ensured by asking the program to reach some stable state, performing the update

and then uninstalling the old version to prevent it from running at the same time.

The other approach is where multiple versions execute concurrently until all the

all clients are updated. For example, Segal and Frieder use interprocedures [15]

which delegate on the real implementations which can be old as well as new version.

Ajmani, Liskov and Shrira propose simulation objects as proxies that wrap the real

service objects. For a specific service object, multiple simulation objects can exist

which define the past and future versions of the object. All of them can co-exist and

be called by different pieces of client code which may be at different update stages.

POLUS [36] also allows old and new versions of the same code as well as data. But,

it ensures that old(new) code can only access old(new) data respectively.
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3.3 DSU and Functional Programming

In the area of functional programming, there is lack of research work compared

to the imperative model. More specifically, in distributed functional programming

with message-passing semantics like Cloud Haskell, the field of DSU is relatively

unexplored.

3.3.1 Haskell

The major and only work in DSU in Haskell programming language is by Stewart and

Chakravarty [40]. In his Ph.D. thesis [41], Stewart provided mechanisms for dynamic

linking, loading, hot swapping and runtime type checking in Haskell for the first time.

The proposed solution is applicable to the problem of dynamic extension in statically

typed functional programming languages with type erasure [41]. It develops the

concept of fully dynamic software architectures, where the static core is minimal and

all code is hot swappable. This is different from many other dynamically extensible

architectures like Emacs and Linux Kernel which are not fully dynamic as some

core static functionality cannot be dynamically updated at runtime. They show its

feasibility by building two applications : Yi, an extensible editor and Lambdabot,

a plugin-based IRC robot, with ability for hot-code reloading as well as dynamic

re-configuration and extension via type-safe plugins and embedded DSLs.

The basic primitive is a runtime service provided by Glasgow Haskell Compiler to

load compiled Haskell modules into the address space of a running haskell application.

A library, called plugins [42] for dynamic linking and runtime evaluation of Haskell

code, is a major contribution of [41].

We will explore the use of plugins library in the next chapter to support hot-code

reloading techniques in Cloud Haskell.
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3.3.2 Erlang

Armstrong et al. in his book titled, Concurrent Programming in ERLANG gives

exhaustive details about various features of Erlang including its hot-swapping facility.

But it does not talk about the implementation details or any formal understanding

of behaviour of dynamic updates in Erlang. The first work in trying to reason about

Erlang code was by Armstrong et al. in his Ph.D. thesis [2]. Building on his work,

Claessen tried to formalize a semantics for distributed erlang in [43] and improved

it further in [44]. But these semantics don’t accurately model the behaviour of

current implementation of erlang fully. Also there is no discussion in these papers to

formalize the dynamic update facility of erlang.

Svensson, Fredlund and Benac Earle[45] proposed a unified semantics for future

erlang implementations which behave the same in local and distributed scenarios of

erlang and help in understanding a number of poorly understood features of current

and future implementations of erlang. It also does not talk anything about DSU

semantics in erlang. The current implementation of erlang does not provide any safety

guarantees on its code swapping features. Although there are no formal guarantees, a

significant number of erlang production deployments using its code-reloading facility

and stress its importance as a major benefit of erlang.

Due to lack of any formal semantics for code reloading in erlang, we resort to

understanding its behaviour during updates by experimentation or reasoning, which

is discussed in the next chapter.



Chapter 4

An Attempt at Hot Code

Reloading

While searching for relevant implementations of DSU in distributed functional

programming, we found that Erlang’s language level hot-swapping [2] is very similar

to what we want to achieve. Since Cloud Haskell is already very similar in concept

to Erlang and the approach of Cloud Haskell designers has been : “If in doubt, do it

the way Erlang does it”, our initial approach was to follow on the footsteps of Erlang.

We tried to understand exactly how DSU works in Erlang. Even though there is no

formal semantics for DSU in Erlang, we found that even the documentation [46] for

implementation of Erlang and its specific behaviour during code upgrades was very

light on details . Hence, in this thesis, we do not focus on what the formal semantics

of Cloud Haskell should be. Imitating Erlang, we prototype, experiment and discuss

various approaches and their trade-offs in the context of Cloud Haskell.

The design goal of Cloud Haskell is to be highly decoupled from the runtime

system (RTS). Our proposal tries to be independent of the RTS. We do not attempt

to make changes to the current RTS. Although we depend on the object loading

runtime facility of GHC, we are not keen on approaches which would require changes

to the current GHC runtime system.

The overall problem of supporting hot code reloading contains many different
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subtle sub-problems. The challenges in solving these problems have been discussed

in the Ph.D. thesis by Epstein [47]. In our current approach, we only focus on

the problem of upgrading a process running on a single node. This corresponds

to the Erlang code-upgrade example shown in subsection 1.2.3. Specifically, we do

not consider the problem of coordinating upgrades, rollbacks, sending new code

to remote nodes and the problem of communicating processes with incompatible

versions. These are auxiliary problems but nevertheless important to the overall

DSU experience.

The smallest possible situation is : The ping pong example discussed in section 2.3.

How to update the server process from one version to the next? Before we can answer

that question, we need to figure out how Erlang upgrades modules.

4.1 Understanding Erlang’s Behaviour

According to the Erlang manual [46], it keeps two versions of a module in memory

i.e old and current. When a module is upgraded i.e new version of the module has

to be brought into memory :

• the old version is discarded from memory

• processes running the old version get killed

• the current version is marked as old

• the new version becomes current

How is an update triggered in Erlang?

• Fully qualified function calls of the form ?MODULE:foo() always refer to the

current version.

• Non qualified calls such as foo() refer to the version in which they were originally

invoked.
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• Upgrading a running Erlang process reduces to compiling the module, loading

the new version into memory and finally calling the process using its fully-

qualified function name.

Before we start to sketch out how upgrades should work in Cloud Haskell, we try

to find answers to the following questions:

• What kind of guarantees does Erlang provide with respect to message reliability

specifically during an upgrade?

• Why does Erlang keep two versions of every module in memory?

4.1.1 Message loss during updates

The question is : What happens to messages in transit during an update? We figure

out the answer by trying a simple experiment using the code shown in Figure 4.1.

For a live demonstration of this experiment and related discussion, see [48].

See Figure 4.1 for the program under discussion. When run with N = 10, the

client sends an upgrade message to the server along with the Ping message on its

fifth transmission. The client sends 10 Pings and receives 10 Pongs confirming that

no message was lost during upgrades.

4.1.2 Quiescence and Version Coexistence

In Erlang, can we update a process at arbitrary point in time?

The answer is no. Upgrading requires a fully qualified function call to itself. The

process is like a single thread. It cannot do any other computation like listening to a

network socket or writing to a file while simultaneously calling its newer version. So,

the property of quiescence is trivial in Erlang by virtue of its isolated process model.

Moreover, since processes can be upgraded at different points in time, there is a

possibility of type mismatch when different versions communicate. Erlang leaves it to

the programmer who has to make sure that incompatible versions can communicate

by writing newer versions with backward-compatibility in mind.
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Figure 4.1 Program to check message loss in Erlang during update

-module('pingpong').

-compile(export_all).

-import(timer,[sleep/1]).

start(N) ->

Server = spawn(?MODULE,server,[]),

_ = spawn(?MODULE,client,[Server,N,0]).

server() ->

receive

upgrade ->

compile:file(?MODULE),

code:purge(?MODULE),

sleep(5000),

code:load_file(?MODULE),

?MODULE:server();

{ping,Cid} ->

Cid ! pong,

server()

end.

client(_,0,C) ->

io:format("DONE!~n"),

io:format("Received ~p Pongs!~n",[C]);

client(Server,5,C) ->

io:format("Sending an upgrade message!~n"),

Server ! upgrade,

From = self(),

Server ! {ping,From},

io:format("Sent a PING!~n"),

receive

pong ->

io:format("Received a PONG!~n"),

client(Server,5-1,C+1)

end;

client(Server,N,C) ->

sleep(1000),

From = self(),

Server ! {ping,From},

io:format("Sent a PING!~n"),

receive

pong ->

io:format("Received a PONG!~n"),

client(Server,N-1,C+1)

end.
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The smallest unit of compilation in Erlang is a module. If multiple processes are

defined and running inside the same module, upgrading the module from one process

should not force the other processes to upgrade also. In fact, multiple versions of a

module can co-exist in Erlang. But, it is not possible to support processes which

refer to arbitrarily old versions of the module. This would require keeping all past

versions of a module in memory leading to space leaks with time. Erlang keeps only

the current and the previous version of a module in memory. Older processes simply

get killed. This is more reliable than just keeping only one version of a module. In

single version scenario, other processes from the same module will get killed if one

process gets upgraded. This will be terrible in terms of reliability.

4.2 An approach using plugins

Plugins [42] provides an API for compiling and loading new code into a running

Haskell application. Our first approach uses plugins to compile and load the next

version.

4.2.1 The Plugins Way

When a Haskell program is made dynamic the plugins way, it is re-factored so that

the program state δ is passed as a parameter to the main function of the program.

There is a minimal static core with no application logic. It only takes cares of loading

the new version of the actual application. All the application logic sits in the dynamic

part which can be unloaded and reloaded by the static core.

If there is no active reference to a value in Haskell, the GHC garbage collector

reclaims it. While reloading the dynamic application, we need to keep a reference to

the program state. The only safe place is the static core. Since the whole dynamic

application is reloaded, we must return the execution to the static core with a

reference to the program state that needs to persisted. We need to define a function

called upgrade in the static core which is called from the dynamic application when
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it is ready to upgrade. The dynamic application passes the state to upgrade function.

In the upgrade function, the old version is unloaded. The next version is compiled

and loaded. The upgrade function can apply transformation functions to transform

the state for the new version. The main symbol of dynamic application is resolved.

The (transformed) state is passed to the new main. The dynamic application receives

the state, short-circuits the initialization steps and continues running the upgraded

version.

This is the recommended way to refactor existing applications to make them

dynamic.

4.2.2 A minimal plugins example

We show a small example in Figure 4.2 of a Hello World Haskell program called

Plugin.hs which is continuously upgraded every 5 seconds after its execution round.

You can change the code of Plugin.hs and see the changes after every upgrade in 5

seconds when its new version is executed again.

The Main.hs module of the application is a static core responsible for reloading the

actual application. In this case, the application specific code is defined in Plugin.hs.

The upgrade function is defined in the static core. It re-compiles Plugin.hs, loads it

into memory and then calls the main of Plugin.hs by passing it the value upgrade.

The main of Plugin.hs runs and calls upgrade at the end which upgrades the Plugin

application. We can make changes to the Plugin.hs file and those changes will be

reflected in the output after the next upgrade.

In this example, we do not preserve any state of Plugin.hs but it is possible to

change the type of upgrade to pass the state of Plugin.hs to the static core. When

upgrade executes, it has a reference to the old state , it can transform the old state

if required and then can call the new version with (transformed) state.
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Figure 4.2 A minimal plugins example

-- Plugin.hs

module Plugin (main) where

type DynamicT = IO ()

main :: DynamicT -> IO ()

main upgrade = do

-- print "New version Now!"

putStrLn "Hello World!"

putStrLn $ show $ thing

threadDelay 5000000 -- wait a while

upgrade

thing :: String

thing = "42"

-- Main.hs

module Main (main) where

import System.Plugins

import Control.Monad

upgrade :: IO ()

upgrade = do

r <- makeAll "Plugin.hs" []

case r of

MakeFailure msgs -> putStrLn "failed to make" >> print msgs

MakeSuccess mc fp -> do

mv <- load fp [] [] "main"

case mv of

LoadFailure msgs -> putStrLn "fail" >> print msgs

LoadSuccess m v -> print "Upgrade Done!" >> v upgrade

type DynamicT = IO ()

main :: IO ()

main = upgrade
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4.2.3 DSU in Ping Pong

We take the experiment performed in Erlang in Figure 4.1 and port it to Cloud

Haskell. Similar to the minimal plugins example, we have a static core here in

Main.hs with an upgrade function to upgrade our server process. We cannot follow

the plugins way in Cloud Haskell. We cannot extract the state of all processes and

preserve that state in the static core. Moreover, we must then short-circuit all the

transport initialization and process creation steps and resume from where we left

of. To be able to do this, we need a mechanism to extract the message queues and

set the message queues for individual processes. This is currently not possible in

Cloud Haskell. Therefore, we try a different approach. We directly pass the top

level symbol that we want to return to after upgrading , i.e server in this case. See

Figure 4.3 and Figure 4.4 for the source code of our approach.

When we run this program, we find that on the fifth Ping from the client, the

server upgrades and shows the changes made but then the whole application crashes

silently probably due to a segmentation fault. There is no debug info. We believe the

problem is probably related to keeping only one version of the module in memory.

To investigate this, we look into the source of plugins package. We find that it

indeed does not support loading multiple versions of the same module. Hence, the

client process cannot continue since it does not have the old object code in memory.

Its program counter is pointing to a junk value. It is like sweeping the rug from

underneath.

If we can change the loading mechanism in plugins to support version coexistence,

it would resolve the above problem. This is essential if we want to have reliable code

reloading in Cloud Haskell.

The other problem with this approach is that the message queues and internal

process state is not being shared with the new server. This is because the new server

is not called from inside the old server. It is called from the upgrade function which

does not have any internal state of the old server. This is like running a new server

from scratch without state persistence.
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4.2.4 Unresolved Problems

In the approach described in subsection 4.2.3, we evaluate the call to new server at

end of upgrade. The type of upgrade is

type DynamicT = IO ()

upgrade :: IO ()

The type of server is

server :: DynamicT -> Process ()

server :: IO () -> Process ()

server upgrade :: Process ()

This should result in a compile time type error. But in practice, it compiles success-

fully. This is because of two reasons. The return type of load is polymorphic. The

GHC dynamic loader is unsafe. [41]. The compiler does not know the type of the

symbol server since it does not have the code of server at compile time. Since, the

return type of load is polymorphic, and the type of the upgrade is IO (), the types

now become :

type DynamicT = IO ()

upgrade :: IO ()

-- v refers to the value of symbol ``server''

v upgrade :: a

-- the type is instantiated to IO ()

v upgrade :: IO ()

v :: IO () -> IO ()

server :: IO () -> IO ()

Type checking succeeds, but it will most likely crash at run-time since the type of

server is obviously wrong. The strange behaviour is that if we execute the upgrade

with no change in the source code, the server continues to receive Pings and process
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Figure 4.3 DSU in Ping Pong - PingPong.hs

-- PingPong.hs

module PingPong where ...

...

server :: DynamicT -> Process ()

server st = do

(cid,x) :: (ProcessId,Int) <- expect

send cid x

case x of

5 -> do

liftIO $ st

_ -> do

server st

client :: DynamicT -> Int -> ProcessId -> Process ()

client st 10 sid = return ()

client st c sid = do

me <- getSelfPid

send sid (me,c)

(v :: Int) <- expect

client st (c+1) sid

ignition :: DynamicT -> Process ()

ignition st= do

sid <- spawnLocal $ server st

cid <- spawnLocal $ client st 0 sid

liftIO $ threadDelay 100000 -- wait a while

type DynamicT = IO ()

main :: DynamicT -> IO ()

main st = do

Right transport <- createTransport "127.0.0.1" "8080"

defaultTCPParameters

node <- newLocalNode transport initRemoteTable

runProcess node (ignition st)

closeTransport transport
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Figure 4.4 DSU in Ping Pong - Main.hs

-- Main.hs

upgrade :: IO ()

upgrade = do

r <- makeAll "PingPong.hs" []

case r of

MakeFailure msgs -> putStrLn "failed to make" >> print msgs

MakeSuccess mc fp -> do

mv <- load fp [] [] "server"

case mv of

LoadFailure msgs -> putStrLn "fail" >> print msgs

LoadSuccess m v -> do

unloadAll m

v upgrade

type DynamicT = IO ()

main :: IO ()

main = upgrade

them after it is upgraded. This requires further investigation and the Cloud Haskell

maintainers have been notified about this issue.

Due to segfaults in the previous approach, we try a different approach where the

new server is called from the old server. How do we do this? Instead of calling the

new server inside upgrade, we can return it as a value and let the old server call the

new server. This is better than previous approach. Calling a Process () monadic

action inside another Process () action leads to sharing of the message queues and

internal process state. The bind operator of the Process monad hides all the magic.

This is how a recursive loop in server works. When the server calls itself at the end,

it shares the internal state with the new call.

Lets try to see if we can return new server to the old server after upgrading the

code. Then we can call the new server from the old. This will be exactly similar to

calling new server in Erlang. There, we just used a fully qualified function call and

the Erlang VM redirected it to the new version automatically.
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For this problem, we reason using types. upgrade now returns the value of new

server. But it might not have any value to return in case there is no reloading (no

change in the source code. So, we wrap it inside a Maybe. The new type of upgrade

becomes

type DynamicT = IO (Maybe a)

upgrade :: DynamicT

upgrade :: IO (Maybe a)

upgrade returns Nothing in case of no change in code or Just server otherwise. Here,

a is instantiated to the type of server. The type of server is

server :: DynamicT -> Process ()

This leads to the following type for DynamicT:

type DynamicT = IO (Maybe (DynamicT -> Process ()) )

On compiling, we get a “Cycle in type synonym declarations” error which is

expected. In this approach, this problem is yet to be resolved. Since, we have

to return the value of the process and the process also need to take upgrade as a

parameter, there is a cyclic dependency which cannot be easily resolved.

We reason that if we want to return the symbol for new server inside the old

server, we cannot get around “Cycle in type synonym declarations” error:

• We cannot import the plugins library in the dynamic part i.e PingPong.hs.

When PingPong.hs is reloaded, all the modules imported by PingPong.hs are

unloaded and reloaded in turn. Since upgrade function needs functions from

the plugins library, we cannot define the upgrade function in the dynamic

application. The only place we can define it is in Main.hs.

• Since we need upgrade function inside the server process, can we import

Main.hs into PingPong.hs and use upgrade function without passing it as a

parameter to server? This is not possible because we cannot import Main.hs
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into PingPong.hs. When PingPong.hs is unloaded, it will unload Main which

will unload plugins. If plugins module is unloaded, we cannot reload anything.

• The only remaining way is to pass the upgrade function as a value to PingPong.hs

functions. But if upgrade function needs to return the value of the new server,

we would get a “Cycle in type synonym declarations” error.

• If we do not insist that upgrade function return the value of the new server.

The above error will be resolved. In fact, if the upgrade function never returns,

but simply evaluates the value of the new server, it will be correct. This is the

approach taken in the plugins way. But, in this approach, we cannot share the

internal process state with the new server. We need to capture all the process

state and pass it to upgrade.

• To follow the plugins way and solve the problem of “Cycle in type synonym

declarations”, Cloud Haskell needs to be internally restructured, so that it is

possible to get and set internal process state.

In the current approach, what happens to the message queue of the process that

is being upgraded? If we do not make changes to the source, the old version and

the new version are same. The call to upgrade reloads the same code and calls the

new server. This works as expected and continues to send and receive messages.

The messages received during the upgrade remain in the message queue and are

acted upon by the new server. This implies that there is no message loss during the

upgrade. If we make changes to the source, the application crashes due to reasons

discussed above. But we believe that the message queue is still receiving the messages

during the upgrade and no messages are lost. The reason for this is the following.

Every node has a special process called the node controller. Among other things, it

is responsible for receiving the messages on behalf of all process running on the node

and then forward it to the mailbox of the intended process. As long as the process

is not killed, its mailbox will not be garbage collected. Since messages are received
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by the node controller running on another thread, during an upgrade, the incoming

messages will not be discarded.

There are a couple of issues that we identified while using plugins library for this

project:

• The plugins library uses .hi files for module information and dependency chasing.

It parses these .hi files before loading.new version. This parsing is broken in

64 bit architecture. Our example in 4.3 has been tested to work only on X86

architecture.

• unload function, which is used to unload modules from the address space, does

not work in GHC 7.6. Although this has been fixed for static builds by Simon

Marlow in the next version of GHC, static builds would be longer to build and

take more space in general.

• Since plugins library uses GHC compiler to do run-time compilation, it currently

links the GHC compiler code to the static core. This increases the size of the

application binary from less than 1 MB to anywhere from 37 to 66 MB. There

is no way current to prevent the compiler from being linked.

Overall the GHC runtime infrastructure for code-reloading and plugins in par-

ticular are not widely used in production and have subtle bugs which are hard to

debug because of lack of good error messages and logging. Based on our experience,

we feel that there is lot of scope for improvement in this area.

4.3 The Proxy Approach

In this section, we will briefly discuss about a different approach based on the ideas

of indirection or proxies based on subsection 3.2.3.

In our previous approaches, we did not extract the state of a process. Its state

was implicit in the Process Monad (which is itself implemented as a State Monad).
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The internal state of the Process is serializable. Hence, it should be possible to define

accessor functions like getState and setState to receive and set the state of a process.

4.3.1 Cloning a Process

Based on the primitives defined earlier, a function can be defined which will create a

clone of the old process with all the state intact and continue executing from the new

version of the module. But the old process instance must be killed before the new

process executes. From the perspective of the node controller, it should conceptually

look as if the process never died.

The type for clone will be:

oldProcess :: a -> Process ()

clone :: ProcessState -> a -> Process ()

Here ProcessState is the internal state of the old process. “a” refers to the type

(polymorphic) of the parameters passed to the old process.

4.3.2 Relocating a process

We can build a primitive for migrating a process between nodes. The type for relocate

will be:

relocate :: (Serializable a) => a -> NodeId -> Process ()

Here, “a” is instantiated to the type of internal process state (which was extracted

using getState). It takes the NodeId to which it should relocate. This approach

has the advantage that it allows us to transparently relocate processes based on the

resource usage and load on different nodes.

4.3.3 Addressability and Roaming

To send a message to a process, only its ProcessId is required. Its NodeId is part of

its ProcessId type. When a process sends a message to another process, the message
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is sent based on the NodeId of the ProcessId. The node-controller forwards the

message to the intended process. When a process relocates, it migrates from its

home node to a remote node. This is similar to roaming of users in cellular networks.

In cellular networks, roaming users are monitored by building tables of addresses of

currently roaming users.

Before a process relocates, it must notify its home node-controller about its new

NodeId. Moreover, every node-controller should have a roaming registry, which keeps

track of these movements. When other processes, send a message to a relocated

process, the messages are initially sent to the home node-controller since the ProcessId

they have refers to the old NodeId. The home node-controller needs to forward this

message to the current node-controller where the process resides. This leads to one

level of indirection. But if the nodes are far apart, this increases the latency and

bandwidth requirements. This indirection cannot be reduced. Since there might

be old values of ProcessId lingering in the system which would refer to the home

NodeId.

One problem is that this approach has a race condition. What would happen if

a process which has initially relocated once, relocates again. After the relocation,

it notifies its home node-controller. But before the notification reaches home node-

controller, say a message expected for this process reaches its home node-controller.

Since the home node-controller’s entry has not been updated, it will forward the

message to the node from where it just relocated. This message will be lost since the

process does not exist on that node. One simple solution is that before relocating,

the process should also notify its local node-controller about the change. This node

controller can then keep the (from -> to) mapping of its relocation until a timer

expires. An appropriate worst case expiry time can be just a few seconds. The only

disadvantage is that now there can be a chain of hops that a message has to go

through if the process is hopping through a series of different nodes very rapidly.

But this scenario is purely hypothetical and unlikely to happen in a real problem.
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4.3.4 Other Problems

Another major problem is decoding. We cannot used the old functions of Binary

typeclass in the target node to decode the incoming state. The Binary instance

to decode the new state does not yet exist on the target node if it has not been

upgraded. Hence, decoding will fail on the target node. This problem has been well

documented in [47]. One possible solution is to make it the user’s problem. The user

should provide transformer functions which take the ByteString of the old version

and convert it to the new version. Even in Erlang, gen server provides callbacks so

that the developer can provide these state transformation functions himself. These

transformation functions must exist even in nodes which are yet to be updated.

One way to achieve this is to break the update into two steps. First update only

contains these transformation functions and no type changes. In the next update,

type changes can be sent which can be decoded by using the transformation functions

sent in the first update.

The other problem is about sending the code of new version to remote nodes.

Although code can be sent to other nodes as a new type of message, the main issue

is to compile and bring it to the address space of the application. Here, the only

solution is to build every instance with plugins support so that new code can be

evaluated at run-time using plugins eval function. There is no easy way to do it

without depending on plugins library. Therefore, it is necessary that the plugins

library be robust and support version co-existence.

4.3.5 Evaluation

Our initial approach does not work well even in a single node scenario. There is no

state persistence as the upgraded process does not share the state of the old process.

But in the proxy approach, we propose primitives to extract the internal state of

a process which allows us to create clones of a process. This also enables us to get

around problem of “cyclic type synonyms”. We do not need to pass the value of new
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server to the old server. We can instead clone the process using the internal state of

the server. This approach is also suitable in writing applications in the plugins way

where all internal state of processes need to be extracted and preserved via static

core during upgrades.

One disadvantage is the indirection of messages to home nodes when the processes

have moved to a new node. Although, we propose solutions to this problem, it

increases the complexity of the node-controller. Since the node-controller is a

very important part of managing the node, any additional complexity which is not

very essential should not be added to the node-controller. The performance of the

node-controller is also the bottleneck in many cases. Increasing its complexity might

lead to poor performance. In the proxy approach, we still rely on plugins for dynamic

linking and code loading. There are issues with plugins which have been discussed in

subsection 4.2.4.

Building and maintaining internal tables of roaming processes might require lot

of changes to the source code of node-controller. We have not focused on how to

implement these changes in Cloud Haskell. This is left as a future work. We hope

that the high-level ideas discussed in this approach guide in implementing the proxy

approach. An implementation based on this approach needs be built to at least

demonstrate the feasibility of this approach.



Chapter 5

Conclusions

First, we laid the ground work by describing the problem and the motivations

for achieving hot-code reloading in Cloud Haskell. Then we gave a brief overview

of Cloud Haskell with a small example to understand Cloud Haskell applications.

After that we did an exhaustive classification of all the related work in the field of

Dynamic Software Updating in imperative languages based on the related concepts

and techniques used. We also briefly covered the state of the art in DSU in Erlang

and Haskell.

We then proposed our approach which relies on plugins to reload a process

running on a single node. We demonstrate an example of Ping Pong game between

clients and servers. Then we discussed the problems with our current approach in

subsection 4.2.4. We also proposed another approach based on the concept of Proxies

which does not have “cyclic type synonyms” issue. We discuss its advantages and

disadvantages in subsection 4.3.5.

5.1 Implementation Challenges

The major implementation challenges we faced are:

• Lack of documentation on how Erlang’s code reloading is implemented. A doc-

umentation of how Erlang implements code reloading can be a good case study

of implementation challenges in DSU in functional distributed programming.
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• The lack of good debugging messages in plugins library. Lot of time was wasted

in figuring out that .hi parsing was broken in 64 bit architecture.

• Any restructuring of Cloud Haskell code requires complete understanding of

how various modules in Cloud Haskell interact. CLOC[49] says that Cloud

Haskell code is organized in 36 Haskell files and 5991 source lines of code. We

found documentation of the modules to be lacking. Since there is no high level

documentation of how Cloud Haskell code is structured, reading source code is

the only way to understand it. Moreover, its not easy to isolate state which is

distributed across different modules in Cloud Haskell without coupling them

together and rearranging all code across all modules.

• plugins library is neither actively maintained nor used by any major Haskell

projects. It is used by 13 packages on Hackage but most of them are small

applications, last updated three to six years ago and are not actively used in

production. We believe the plugins way of restructuring all code to pass the

program state around is not the best way to enable DSU in existing applications.

The reason no Haskell project uses DSU is because it is neither very low-friction

nor very easy to integrate. It should not required changing the architecture of

code. Some form of annotation to mark the state that needs to be preserved

would be ideal. The ecosystem for DSU is nascent in Haskell compared to

Java and C. Additional ways to achieve DSU that are easier to use in existing

applications and does not require drastic changes to the architecture of existing

applications, should increase its value and usage.

5.2 Future work

There are many problems which need to be solved before the goal of building a

full fledged hot-swappable version of Cloud Haskell can be realized. Some of them

include :

• Adding support for loading multiple versions of the same module in memory
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using plugins. Both of the proposed approaches need multiple version support

from plugins library. The plugins project has not been maintained since quite

a few years. Only after multiple version loading is available in plugins, we can

hope to provide code reloading in Cloud Haskell as reliably as Erlang. Other

non-critical issues mentioned in subsection 4.2.4 should be fixed to make the

library more robust.

• Building an implementation based on the ideas of Proxy approach in the

context of Cloud Haskell. This will not only solve the “cyclic type synonyms”

problem, it will be more flexible and provide a better way to manage resources

of different nodes.

• Effective benchmarks for the static version and dynamic version of Cloud Haskell

to understand the performance and space penalties of using the dynamic version.

This is very essential if we want to use dynamic Cloud Haskell in production.
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