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About the course:

This course introduces the main tools and techniques of machine learning that are widely used in
applications. The emphasis is on methods. Just enough theory will be discussed so that the basis for
the method or technique is understood. Tools like ML libraries Weka, R, Octave, Scilab will have to
be used in the assignments and project

A subsequent course covers the theoretical foundations in more depth.

Topics:

e Machine learning - what, how, where.

e Supervised, unsupervised and semi-supervised learning.
e Training, validation, testing, generalization, overfitting.
e Features and feature engineering.

e Decision trees, random forests.

e Linear classifiers.

e Kernel based methods and SVMs.

e Nearest neighbour methods.

e Hidden Markov models.

e Neural and deep networks.

e Ensemble methods - boosting, bagging, voting schemes.
e Distance metrics and clustering.

e Methods for semi-supervised learning.
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