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Abstract

In this paper, research that uses the Internet for distance-learning is surveyed and classified on the basis of the provision for situated learning. We identify the learning environment of a Virtual Lecture Hall (VLH) that is naturally suited for the use of the audio medium—hitherto not used for synchronous course-delivery. We describe the design of a (VLH) prototype, as a part of an ongoing project at IITK, in terms of its underlying framework, interfaces and interactions. 
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INTRODUCTION

With the rapid growth of Internet technology and Internet use, research in the field of distance education using the Internet has received a fillip. New and innovative uses of the Internet for better classroom communication and course delivery are being explored. Virtual Classrooms, Universities, Workshops are springing up at various locations on the Internet. 

These virtual places of learning provide a particular learning environment by bundling together a set of communication tools, interfaces and the interactions possible therein. The creation of the virtual learning environment may be due to a conscious effort to model a real-world learning place (for example, the real classroom) or it may result out of a particular combination and use of communication technologies and tools. 

The acceptance and success of a virtual learning environment lies in its ability to make the user comfortable with the metaphor projected by the environment and by its ability to be “transparent” (Soloway 1996, Mohnkern 1997). This enables the persons involved in the communication to get through to each other more freely, without being conscious of the physical distance that separates them. 

Modeling the virtual environment upon a real-world environment seems to be a good and safe design decision (as emphasized by the plethora of names such as: virtual classroom, university, workshop). This is not only because there is greater chance of the users being conversant and comfortable with the norms of such an environment but also because of the efficacy of the norms used. As humans used them repeatedly in their normal, real-world interactions, these norms have undergone a process of refinement and evolution until a few working and useful sets of norms got stabilized. Those, therefore, constitute a good base-set to start the modeling on.

The “Virtual Classroom” Project (the name refers to the underlying concept rather than to a particular virtual environment) at the Department of Computer Science and Engineering, IIT-Kanpur, deals with the construction of one such virtual learning environment. Its broad objectives are to provide a facility to impart technical education and training to distance learners, especially persons with a technical background. A part of the project deals with building a software package that could be used to deliver a course over the Internet using audio, slides and text.  This paper describes some of the work done in this part of the project.

In the rest of this paper, the choice of the real-world environment of a Lecture Hall, that was used to model the software, is explained. Then the design guidelines gathered from the works of other researchers in related fields are listed, before presenting the design of the Virtual Lecture Hall software prototype (VLH). The framework that underlies the software and also the interactions made possible by the interfaces are presented in the form of walkthroughs and then discussed briefly.  Information about the implementation of the VLH design is given at the end. But before all that, a brief look at related research and the motivation for this work.

RELATED WORK

Some work has been done to study the issues involved in using the Internet technology in the teaching process (Dumont 1996, Hartley et al. 1996, Penfield1996). (Hartley et al. 1996) is a report of the working group on the World-Wide Web (WWW) as an interactive teaching resource. It reports on the various technology components involved in the process of assisting distance teaching. A survey of the resources on the WWW that can be used for the purpose is also summarized.

A substantial number of papers are available in computer-based education literature describing the experiences of researchers who used the Internet to create various types of virtual teaching/learning environments and/or to assist normal classroom environments. Some of the real-world environments that these works model are: a tutorial (Baldwin 1996), a classroom (Allen 1996, Chiricozzi et al. 1995, Oakley1996, Chou 1996), the instructor’s office (Chiricozzi et al. 1995, Dawson-Howe 1996), a conference room (Chiricozzi et al. 1995, Davis 1994), a university campus (Penfield1996), a laboratory (Aktan 1996), a workshop (Chou 1996).  Some of the papers describe the use of Internet technologies to enhance normal classroom functioning and to improve the quality of classroom activities such as assignment giving/submission/correction (Marshall 1996, Dawson-Howe 1996, Miranda 1996, Goubil-Gambrell 1996, Reilly 1996). Jorn et al.  (1996) discuss the possibility of, and the interactions that can result in, the creation of learning environments that are different from normal classrooms (“virtual learning communities”). (Pennell 1996) reports of work done in providing “situated learning”—learning in which a social environment is integrated into the software to promote student (emotional) involvement.  The “situation” for the learning provided in (Pennell 1996) is not reported to be modeled intentionally (Mohnkern 1997) upon a particular real-world environment, but it comes close to a tutorial class. 

The teaching activities involved in most of these are asynchronous—where the teacher and student do not need to be on-line at the same time. Two of the papers (Chou 1996, Pennell 1996) report work that explores the use of the audio medium for the actual delivery of the teaching material, but again in the asynchronous mode.  None of the papers report work that uses audio for synchronous delivery of information/course material. 

There have, however, been studies by different researchers exploring the use of various communication media in Work environments. Two of these (Bly et al. 1993, Ackerman 1997) offer valuable insights into the suitability, advantages and drawbacks of using audio-only, and audio in combination with video, for everyday workplace communication. They are the result of field-studies ranging over substantial periods of time. The work reported by (Ackerman 1997) does not make use of computers at all while the use of computers in (Bly et al. 1993) is not for communication procedures as such. So the interfaces that they use are of a different nature from the interfaces that a computer-based communication would require. But they do make many useful observations about the norms of interaction and the basic nature of the interfaces from the point of view of a user of the media. These could influence the design of a computer-based interface that uses a reflective, user-oriented design process as mentioned in (Dourish 1995). 

Going one step further with user-centered design is learner-centered design (LCD) of software (Soloway 1996). LCD aims to augment user-centered design by providing for “scaffolding” (integrating tools that encourage the user to investigate and learn outside the regular classroom activities). But LCD is beyond the current scope of the VLH prototype design.

MOTIVATION

It is observed that not much work has been done to use audio for virtual education and training. Where audio was used, it was done mainly in asynchronous mode or in conjunction with video. In this work, we explore the use of the audio medium alone (i.e. not with video) in synchronous mode, taking the help of whiteboard and text-chat tools. Furthermore, we integrate the above tools with audio to produce an environment—the Lecture Hall—that has not been used as such for modeling situated learning. 

BACKGROUND FOR VLH DESIGN

The choice of a Lecture Hall for modeling the interface of the educational software springs directly from the requirements of the audience targeted by Project Virtual Classroom. The audience consists of people with some technical background who would like to update their technical knowledge or would like to just brush it up. The instructor of such a group of people would rather prefer to conduct a seminar or give a lecture assisted by an Over-head Projector (OHP) for showing slides, rather than taking a pedagogic approach. The Lecture Hall, providing an audio communication medium and an OHP (or alternatively a blackboard), is the basic requirement of such an instructor. In the environment of a seminar, the expressions of the Instructor are not very essential to the basic functioning of the paradigm. (In fact, seminars that use a projector or OHP do take place under reduced lighting conditions also.) The voice and the material presented are sufficient in most cases in themselves in delivering an effective seminar/lecture. 

Thus, the model of the Lecture Hall seemed very much suited for the purpose of Internet-based virtual education/training. The media required for a virtual seminar follow directly from the real-world scenario—an audio tool, a slide presenter or a whiteboard. As pointed out the type of information communicated by the video medium is not necessary per se in a Virtual Lecture Hall.

However, even though video is not fundamentally essential for the instructor to present the seminar, (s)he still needs some way to “see” that the audience  wants to interact with him(her). (Perhaps there is a question to be asked by someone in the audience). The normal procedure in a real-world Lecture Hall for the members of the audience is to either directly (orally) interrupt the instructor or to raise a hand or make some visual signal to attract the instructor’s attention. In the absence of video in the virtual environment, both these norms would be ineffective. The first one would leave the instructor wondering who interrupted him in cases where there is overlap (Ackerman 1997) and the latter ones are simply useless in the absence of video.  To overcome this problem, we add a text-chat facility and introduce new norms to facility interaction between the instructor and the audience in the Virtual Lecture Hall case. This, rather than adding video, was chosen because video is costly in terms of infrastructure, processing and complexity.

Thus the software we designed to create a Virtual Lecture Hall contains the three tools: audio, whiteboard, text-chat. The next task is to integrate these tools so that multiple-users could use the facility from their respective machines connected to the Internet and to design interfaces to make interactions between them possible. 

The next sub-section lists some of the design guidelines gathered from the work of researchers who worked with audio and interfaces. 

Design Guidelines

The following observations guided the design of the VLH prototype:

· In a real Lecture Hall, the extent to which the listener is captivated and remains so depends largely upon the instructor. This direct dependence most of the time is because the medium of communication (microphone/speakers and/or just air) is virtually transparent to the user. However, the environment can affect the quality of presentation of the seminar/lecture, such as when there is poor lighting, defective audio, or a bad OHP. One of the design guidelines for VLH, thus, is to make the communication tools “transparent” so that an “interesting” instructor and a well-prepared presentation can still captivate the audience irrespective of the new communication media being used. 

· The VLH software should try to create interfaces that would enable the user to transcend the absence of actual physical presence (Dumont 1996) and the consequent inability to follow norms that are natural (Bly et al. (1993), Ackerman 1997) to a real Lecture Hall.

· The interfaces should have flexibility, parameterizability (offering a range of alternative behaviors that users can select) and tailorability (allowing users to make changes to the system itself) (Dourish 1995).  

· The system’s response must be situated in the same sense, as is the user’s activity (Dourish 1995). 

· The system should lend itself to customizations of both function and presentation (Dourish 1995).  

· Given the ubiquity of communication tools available on the World-Wide Web (WWW), “reinvention the wheel” is to be avoided (Pennell 1996). The software to be built is to make use of the available tools to the maximum extent possible. 

DESIGN

The design of the VLH is presented in terms of the networking framework underlying the software, the interfaces planned for the software and the interactions that we perceive are possible using this framework and these interfaces.

Underlying Framework 

The framework to be provided for the VLH software will have a paradigm as shown in Figure 1.
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Figure 1: Framework for the VLH software

Each Student’s VLH software makes three network connections (one for each of the 3 client components it is made up of) to the respective servers that are part of the Instructor’s software.  The text connection doubles up as a communication channel for both data and control information as will be explained in the next section.

The model of communication supported by this framework is one-to-many (broadcast) from instructor to students and one-to-one the other way. 

One potential drawback of the framework is that, if the right kinds of tools are not available, the server will be swamped by network connections when a large number of students connect to the servers.  This could be avoided by using tools that are based on the Multicast paradigm. This and other networking/performance considerations are not dealt with in this paper.

Interfaces and Interactions

Two interfaces have been designed to be used one each on the server- and client-sides. The VLH interfaces include the interfaces of the communication tools, if any, that come in-built with the tools downloaded from the WWW (more on this in Section 5). In addition, another set of interfaces provide control and status information. These interfaces enable the users to follow the norms of the environment and give them a greater feeling of control over the environment.

Figure 2 shows a possible configuration of the screen on the Instructor’s side.

The various windows on the screen and the interactions they facilitate are:
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Figure 2: The Instructor’s Screen with the various interfaces

· Whiteboard/Slide Presenter:

This window acts as the OHP equivalent in the Virtual Lecture Hall. It has controls to show the next and the previous slides, to point to a particular item on the slides, to zoom a portion of the slide and to type some text. These are the major operations that an Instructor needs to perform while making a presentation. An additional capability that can be added is enabling the Instructor to draw also. This would give it full whiteboard functionality.

· Audio Control: 

This provides the user to control the audio tool. Apart from ON/OFF facility, it also provides for a listen-only facility. The listen-only facility is very much essential as pointed out by (Ackerman 1997). The audio of the audience is kept in the OFF state while the seminar is in progress. When they desire to interrupt the proceedings or when there is a question-answer session going on, they make a signal (a special control sequence) through their Text Chat window. The Instructor then decides who (s)he will turn his/her attention to. 

· Text Chat: 

On this window, a user-specified number of the latest statements by the various persons participating in the audience appear. The text-chat server that refreshes this window is also enabled to listen to particular sequences of characters and to interpret them specially. One such special sequence can be a request from a user to speak. This feature helps to obviate the problem mentioned in Section 3 of attracting the Instructor’s attention to interrupt him/her and ask a question. The Instructor may also customize this feature so that the audience does not ask questions (“all questions at the end”). 

The text-chat server is also modified to communicate some information to the programs that run the Control Panel and the Student Interaction window.

Apart from this the window can also be modified to take text chat input from the Instructor. This facility might be useful in having a parallel stream of communication that can help in establishing protocols of conduct and social-behavior about the other tools, especially at the beginning of a session. 

· Control Panel: 

This panel gives the Instructor information about the audience and the status of their interactions at-a-glance. It has three columns with the first column for the name of the user entries for name.  

The second column shows, with the help of an appropriate icon (a colored light), if a message from the user is currently on the Text Chat window. As the Text Chat window gets updated, this information is also updated. The entries in this window are sorted in a latest-first order and displayed accordingly.   

The third column in the Panel shows if the user has requested to interact via audio. An appropriate icon  (a “red light” glowing) is shown on the screen. To enable a particular student to speak the Instructor clicks on the icon (colored light). The Control Panel conveys a special code to the Text Chat server, which then relays it to the clients and thus conveys information that specifies which student should speak. That information is displayed to the student on the Student Interaction interface(s).

· Visual Cue Window:

 This window is to make up for the lack of physical presence. When a normal lecture is going on it can have a photograph of a group of students. When at least one person wants to ask a question, as conveyed to the Text Chat server from the client side, the image of a raised hand with the words: “Excuse me”, can be shown. When the Instructor clicks on a specific student in the Control Panel, the information can be conveyed to the Student Interaction panel. Then a small close-up image of the student can be shown on this window. This helps the Instructor to ignore the absence of the person as (s)he directs his/her attention to the virtual presence on screen as the voice of the student is heard over the speakers.  

The rationale behind adding additional functionality to the Text Chat server rather than to the other tools is that it should be easier to get the source code of a Text Server and to modify it rather than modifying the sources (if available) of the audio tool or whiteboard. Even if the Text Chat server is not available, its development can be done cheaply. Also the use of the Text Chat server makes a better use of the network connection, since it is going to be relatively idle for most of the time, since its role in lecture delivery otherwise is secondary.

A possible configuration of the Student’s screen is shown in Figure 3. 

The various windows on the screen and the interactions they enable are:  

· Whiteboard/Slide Presenter: 

This window functions similar to the corresponding Instructor’s window. Normally the student should not need to use the controls that may be provided as a part of the tool. If possible the Instructor could be given the option of suppressing the controls of the students.  If it is not possible, there should be a norm about the use of the whiteboard controls.

· Audio Control: 

Apart from the usual controls to adjust the volume of the local audio tool, this could also provide controls to turn the tool off/on or use it in a listen-only mode. But taking into consideration the observations of Ackerman (1997) about the security and privacy issues while using audio, it would be ideal if the student’s audio runs in listen-only mode all the time enabling him/her to speak only when the Instructor is ready to listen to him/her.
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Figure 3: The Student’s Screen with the various interfaces
· Text Chat Window: 

Most of the user inputs are taken in this window. The user types any special comments/questions into this window. The window is split into two parts at least, to demarcate the regions where the owner of the system types and where the output from other users who are chatting is shown.

When the user types a special character sequence such as the Audio Request (“I want to speak”), the sequence is sent to the server. Also the information is passed on to the other users, so that it can be displayed on the Status Panel. That information is also used to display a “Excuse me!” icon on the Instructor’s Visual Cue Window.  A facility to define semantics to various special character sequences can be provided at the server. This will enable the Instructor, for example, to introduce a sequence that will help the Student to cancel his/her Audio Request (“My doubt has been clarified, I don’t have anything to ask.”)

· Status Panel: 

This panel shows information about who all are part of the audience and who all have requested for Audio. Such information helps the people feel in control of the environment (Ackerman 1997). When a user signs-off that information is also conveyed to the Student. 

· Visual  Cue Window: 

This window aims to help the user ignore the physical distance from the Instructor in the Virtual Lecture Hall. Very often, virtual environments cause feelings of isolation resulting in loss of interest in the proceedings (Dumont 1996). To avoid this, when a seminar is going on and the Instructor is speaking, a long shot of the Instructor with OHP and screen in the background can be shown. {The choice of photograph can be left to the student.} 

When the student wants to ask a question, and has pressed the special character sequence, an icon of the raised hand with the words “Excuse Me” can be shown in this window.  This confirms and reminds the student that his/her Audio Request is very much on and that he might get a chance to interact with the Instructor soon. There is a problem with this one-to-one communication with the Instructor—the others do not get to listen to what is going on. It is up to the Instructor to repeat the question addressed to him for the benefit of others or to device other means to get around this problem. The Text Chat can also be used when there is a pause in the audio that the Student receives, as the Instructor listens to a particular student. Tools that support all-to-all broadcasts are not yet conspicuously available on the WWW to be used for the purposes of VLH.

When the Instructor clicks in his Control Panel to enable a student to speak, appropriate messages can be shown on the Text Chat window.  Also, a close-up image of Instructor can be shown on the Student’s Visual Cue Window. This again helps the student to focus and feel that (s)he directly talking to the Instructor. The process of requesting audio and speaking only when the student is given a turn helps reduce overlaps in conversation which are a great source of problem in an audio-only medium (Ackerman 1997).

As Dourish (1995) says, it is difficult to draw a line that signifies the end of the design process. While some of the main ideas of the design proposed here might remain, the interfaces are going to be redesigned in all probability during the process of implementation and use. Until the design achieves a certain amount of stability we decided to refer to the VLH software as a “prototype”. The details of  the prototype implementation are briefly touched upon in the next section.

ABOUT  IMPLEMENTATION

The implementation of the VLH software was done at the Department of CSE, IIT-Kanpur. The implementation makes the following hardware assumptions about the participants of a VLH seminar. They should possess: (1) A PC, preferably a Pentium, since the various simultaneously running real-time applications are computationally expensive and depend on the CPU performance for their quality; (2) A Multimedia kit, with a 16-bit SoundBlaster-compliant Card, microphone, speakers; (3) An Internet connection, preferably via a 28.8 KBPS or faster modem. 

An extensive survey of the WWW has revealed the presence of a number of free audio tools (Sears 1996, Speakfreely 1997), a few whiteboard tools (for “projecting” slides across the Internet) and text chat tools (Netmeeting 1997). {An example of a package of bundled tools, in order to support Virtual Education, is also present on the WWW (SYM 1997).  However that package does not seem to make any conscious attempt to cater for situated learning.} 

The part of the VLH software was built using communication tools available off-the-shelf and downloaded from the WWW, as per an early decision to cut down on the product life cycle and to avoid duplication of effort. SpeakFreely (Speakfreely 1997) was used for audio broadcast and Microsoft NetMeeting was used for slide presentation, text chat and whiteboard drawing. Two additional sets of interfaces have been implemented based on the design ideas presented in the previous section to help the users to follow the norms of the Virtual Lecture Hall environment. Testing of the VLH software prototype is currently in underway.

SUMMARY

In this paper, the result of a survey of research on virtual learning environments was classified and a hitherto unused learning environment was identified. A design that aimed to create the environment of a Virtual Lecture Hall was proposed after explaining that the metaphor of the Lecture Hall satisfied the needs of an audience that required information to be presented rather than taught as in a classroom.  Some useful observations about the use of audio for communication and about interfaces gathered from works in other fields were listed. The framework underlying the development of a prototype that implements the proposed design was mentioned and some of the details of the interfaces and interactions and the rationale behind the various design decisions were also outlined.  Finally, the details of the implementation  that uses some of the communication tools freely available on the WWW was briefly touched upon.
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