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tMost lo
al area wireless te
hnologies like IEEE802.11 do not impose any restri
tions on thetopology of nodes and 
onne
tions on whi
h theywill operate, but Bluetooth imposes some 
on-straints for 
onstru
ting valid topologies. Theperforman
e of Bluetooth over networks of alarge number of nodes depends heavily on thistopology, and in this paper we have evalu-ated the 
riteria for making optimal topologieswhi
h maximize the total throughput that 
an bea
hieved in a Bluetooth network. We then pro-pose the Dynami
 S
atternet Constru
tion Pro-to
ol (DSCP) whi
h 
onstru
ts topologies on the
y, and spe
ify routing s
hemes to work over thetopologies 
onstru
ted by DSCP.As a supplementary work, we have also 
om-pared 802.11 and Bluetooth in the small distan
ePersonal Area Networking s
enario, and we �ndthat Bluetooth holds a promising future in thisarena sin
e it has a greater degree of s
alabil-ity in 
rowded networks of small area. We havealso proposed a syn
hronization proto
ol whi
h
an bring about a desired syn
hronized patternalong multi-hop routes of data transfers. Thissyn
hronization will be important in the eÆ
ientutilization of the o�ered 
apa
ity.
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tionBluetooth [1℄ is a short range wireless te
h-nology intended to repla
e the 
able(s) 
onne
t-ing portable and �xed devi
es. It operates inthe unli
ensed ISM band at 2.4 GHz, and usesa frequen
y hopping TDD (Time Division Du-plex) s
heme for transmission. The maximumbandwidth possible is 1 Mbps. On the 
hannel,ea
h pa
ket is transmitted on a di�erent hop fre-quen
y.The Bluetooth system provides a point-to-point
onne
tion (using two Bluetooth devi
es), or apoint-to-multipoint 
onne
tion (using a maxi-mum of eight Bluetooth devi
es). Two or moredevi
es sharing the same 
hannel form a pi
onet,with one devi
e a
ting as the master of the pi-
onet, and the other devi
e(s) a
ting as slaves.At the most seven a
tive slaves 
an remain at-ta
hed to a master at any instant. In all 
ases,the master 
ontrols the 
hannel a

ess.Multiple pi
onets with overlapping 
overage ar-eas form a s
atternet. Ea
h pi
onet 
an onlyhave a single master. However, slaves 
an par-ti
ipate in di�erent pi
onets on a time-division1



multiplex basis. In addition, a master in onepi
onet 
an be a slave in another pi
onet. Dif-ferent pi
onets are not time or frequen
y syn-
hronized, and ea
h pi
onet has its own hopping
hannel. The hopping sequen
e of frequen
ies ina pi
onet is a fun
tion of MAC address of themaster. Therefore, no two pi
onets 
an havethe same hopping sequen
e. The presen
e ofs
atternets be
omes imperative when the num-ber of a
tive Bluetooth devi
es ex
eeds eight,and some slaves/masters have to a
t as bridgingunits to link the di�erent pi
onets together. Thebridge nodes are in HOLD mode in one pi
onetand CONNECTION mode in the other pi
onet.They swit
h between their two nodes in both pi-
onets at the same time.There are multiple ways of s
atternet topology
onstru
tion on the same ad ho
 
olle
tion ofnodes [6℄, and the overall network performan
eis greatly e�e
ted by the s
atternet topology. Forexample, dispersed topologies with fewer numberof bridges 
an lead to bottlene
k bridges. Sim-ilarly, dense topologies with a large number ofbridges 
an lead to wastage of bandwidth 
a-pa
ity of the bridges. Therefore, topology 
on-tra
tion be
omes an orthogonal resear
h issue.BTCP [5℄ was proposed as a s
atternet topol-ogy 
onstru
tion proto
ol whi
h 
onne
ts nodesstarting at the same time in a strongly 
onne
tednetwork. However, in real life s
enarios, nodeswill hardly ever be swit
hed ON at the sametime. Therefore a dynami
 topology 
onstru
-tion s
heme is needed whi
h makes provision forrealtime addition and deletion of nodes. In thispaper we have proposed DSCP (Dynami
 S
at-ternet Constru
tion Proto
ol) whi
h maximizesthe overall network 
apa
ity in dynami
 s
enar-ios.In se
tion 2 we have des
ribed the simulationtool whi
h we have used [4℄. We then des
ribeour experiments and results on optimal topolo-gies maximizing the total network throughput in

Se
tion 3, followed by a des
ription of the DSCPproto
ol in Se
tion 4. Finally we present our
on
lusions and des
ribe the work that we are
urrently pursuing as an extension to our exper-iments. We des
ribe some additional work thatwe have done on improving s
atternet 
apa
ityin Appendix-A and Appendix-B.
2 Simulation ToolWe have used the NS-2 simulator [2℄ and IBM'sBlueho
 [3℄ pat
h for Bluetooth in NS-2, for a re-alisti
 modeling of the physi
al layer and the fre-quen
y hopping s
heme followed by Bluetooth.The Blueho
 simulator originally had a very min-imalisti
 support for s
atternets, and hen
e wemade the appropriate extensions to it des
ribedin detail in [4℄. We then used this extended sim-ulation tool for analyzing our theories and pro-posals. The simulator now models the Bluetoothsta
k a

ording to the Bluetooth spe
i�
ations,and allows the 
onstru
tion of both predeter-mined s
atternet topologies, as well as topologies
onstru
ted on the 
y. It uses the De�
it RoundRobin (DRR) s
heme [14℄ for the master 
oor-dinated Baseband s
heduling, and the Best-FitSAR poli
y [7℄ [8℄ [9℄ at the L2CAP layer. Alimited version of the S
atternet Syn
hronizationProto
ol (des
ribed in Appendix-A) is used forsyn
hronizing the devi
es along the s
atternet
hains. For analysis purposes, we set up vary-ing traÆ
 on di�erent s
atternet topologies, andmonitor the performan
e by analyzing the gen-erated tra
e �les by Perl s
ripts.For further simulations we are 
urrently imple-menting DSCP in NS-2. This will help us iden-tify and resolve important performan
e issues inour proto
ol.2



3 Topology of Bluetooth s
at-ternetsWe have 
onsidered one main performan
e met-ri
 for 
omparing the performan
e of di�erents
atternet topologies:End-to-End Throughput: This metri
 pro-vides a good estimate of the 
apa
ity of a s
atter-net by determining the amount of traÆ
 that 
an
ow in a given topology. When 
ompared withthe maximum 
apa
ity available, it also gives anestimate of the 
apa
ity utilization in the s
at-ternet and the quality of the topology.3.1 All nodes within range of ea
hotherWe begin by approximating the maximum at-tainable 
apa
ity in a Bluetooth s
atternetwhere all nodes are within range of ea
h other.The analysis is as follows:A: Area of the networkN: Number if nodes in the network(uniformly distributed)R: Average distan
e between nodes= qANP: Average number of nodes in a pi
onetNP : Number of pi
onetsL: Average path lengthLR : Average number of hopsLR*12 : Number of masters in a pathF: Number of 
owsC: Capa
ity at a master = 1 MbpsCP�1 : Bandwidth available to ea
h linkC2(P�1) : Per 
ow throughput through a masterTherefore,F* L2R � NP) F � 2(NP ) / LR

0

2

4

6

8

10

2 3 4 5 6 7 8

A
ve

ra
ge

 P
at

h 
Le

ng
th

 (
N

um
be

r 
of

 H
op

s)

Avg. Nodes Per Piconet ( = P)

L Vs P

Avg. Path Length

Figure 1: L Vs P for 25 nodes) Network 
apa
ity = F * C2(N�1) �(NP * C(P�1) )/LRCapa
ity � C � pANP (P � 1)L (1)This indi
ates that the s
atternet 
apa
ity variesinversely with the number of nodes in a pi
onet( = P) and with the average path length ( =L). This is also expe
ted be
ause lesser numberof nodes in a pi
onet implies greater number ofpi
onets in the network, and hen
e an in
reasedparallelism in the network. Similarly, lower av-erage path lengths imply more 
apa
ity be
auselonger 
hains waste the 
apa
ity at all the inter-mediate masters. However, the interesting partis that L is inversely dependent to a large extenton P, as shown in Fig. 1.A larger number of pi
onets (lesser P) generallyresults in longer average path lengths. An av-erage P=8 implies saturated pi
onets, and mayresult in several bottlene
ks being 
reated in thenetwork. An average P=3 results in a topologyof a linear 
hain, and thus in
reases the aver-age path length to a very large quantity. This
learly gives us reason to expe
t that an optimalP might lie some where in between.It is 
lear that L also depends on the number ofbridges in a pi
onet - that is, L depends on the
onne
tivity of the pi
onet with other pi
onets.3



A well 
onne
ted pi
onet will result in a smallerL, even if P is large. To determine an optimalnumber of bridges in a pi
onet, we again re
e
ton the basi
 purpose of a bridge. If the bridgehas to transmit data to one pi
onet only, thenit might as well revert ba
k to its status of aslave. If it remains a bridge, it implies that it isinvolved in forwarding the traÆ
 of some otherdevi
e. Furthermore, it is obvious that the num-ber of slaves in a pi
onet should be 
omparableto the number of bridges. A very small numberof bridges results in the bridge be
oming a bot-tlene
k if all the slaves need to transmit throughthat bridge. A very large number of bridges re-sults in 
apa
ity wastage, sin
e the bridge doesnot serve its purpose fully. An optimal load dis-tribution results when the number of slaves isequal to the number of bridges, or very 
lose toit.Therefore: Capa
ity / 1p (2)Capa
ity / 1L (3)L = f (P; Slave : Bridge; Conne
tivity) (4)To verify our analysis, we 
ondu
ted two sets ofexperiments keeping the number of nodes in thenetwork as �xed at 25 for the �rst set, and at 35for the se
ond. We were not able to go beyond 35nodes be
ause the simulator was unable to han-dle a larger network. We ran all simulations for60 simulated se
onds, and averaged our resultsover �ve simulation runs on the same topologyunder di�erent traÆ
 s
enarios. This gives us agood estimate of the metri
s a
hievable even inpra
ti
al situations.In order to exhaustively analyze all topologies tosele
t the most optimal one, we manually laidout s
enarios as a fun
tion of three parameters -the number of nodes in a s
atternet, the averagenumber of bridges in a pi
onet, and the average

number of slaves in a pi
onet. Having a uni-form poli
y for analyzing topologies helps us ingeneralizing the results, whi
h is otherwise verydiÆ
ult be
ause of the large number of possible
ombinations. The poli
y is as follows:N: Number of nodesP: Targeted average number ofnodes in a pi
onetS: Average number of pureslaves in a pi
onetB: Average number of bridgesin a pi
onetn: Number of pi
onets1. n= N1+S+B22. Make n pi
onets3. if B == 2 then4. Conne
t pi
onets in a ring5. if B == 3 then6. Conne
t pi
onets in a ring7. Conne
t alternate nodes ingroups of 3 
onse
utive nodes8. if B == 4 then9. Conne
t pi
onets in a ring10. Conne
t alternate nodes11. Equally distribute remainingdevi
es as pure slaves in allpi
onetsIt is not ne
essary to analyze topologies beyondthe ones enumerated by the above poli
y be
ausethose other s
enarios will be a 
ombination oftwo or more of these analyzed topologies.Given the total number of nodes, we begin bytrying to a
hieve the targeted P. Sin
e, N =Number of masters (= n) + Number of pureslaves (= n * S) + Number of bridges (= n/2* B), hen
e we 
an 
al
ulate the number of pi-
onets required to 
onstru
t the desired topol-ogy. Sin
e topologies 
annot be laid out with allpi
onets a
hieving the exa
t desired P, thereforewe alter the number of slaves in ea
h pi
onet,4
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Figure 2: Capa
ity Vs P for 25 nodesbut not the targeted number of bridges. Thisis be
ause the performan
e of ea
h pi
onet willdepend on the bottlene
ks 
reated by the num-ber of bridges 
onne
ted to the master. There-fore, the topologies 
onstru
ted are in the formof a ring, with possible inter
onne
tions if B isgreater than 2.On these topologies, we then laid out the maxi-mum possible traÆ
 by randomly sele
ting pairsof nodes, and 
arried out simulations on our sim-ulation tool. Our results are shown in Fig. 2 for25 nodes, and Fig. 3 for 35 nodes. Based onthese results, we 
an safely 
on
lude that maxi-mum 
apa
ity is obtained in topologies with P =5, S = 2, B = 2 for 25 nodes, and P = 6, S = 2,B = 3 for 35 nodes. Clearly, the transition fromP = 5 to P = 6 o

urs be
ause as the ring getslarger, the average path-length in
reases, thusde
reasing the overall network 
apa
ity.We 
an see from the graphs that the maximum
apa
ity for 25 nodes 
onne
ted with P = 5 andS:B = 2:2, is less than that for 35 nodes 
on-ne
ted with P = 6, and S:B = 2:3. Also, it seemsto be logi
ally 
orre
t that a network of 35 nodeswith P=6 and S:B = 3:2 will be more optimalthan a network of P=5 and S:B = 2:2. However,it is interesting to 
ompare these networks witha s
enario where there are two 
lusters of P = 5and S:B = 2:2 instead of a single ring. We 
om-
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Figure 3: Capa
ity Vs P for 35 nodes
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Figure 4: Capa
ity Vs N: Cluster partitioningpare these di�erent 
ases in Fig. 4 by simulatings
enarios of the number of nodes in
reasing to 35.For simpli
ity, we assume no inter-
luster traÆ
in the 
ase with two 
lusters. Based on the sim-ulations, we 
an 
on
lude that multiple 
lustersturn out to be better than single ring networksfor up to 35 nodes. The question of 
hoosing anappropriate 
luster size remains, and is exploredin the next subse
tion.3.2 All nodes not within range of ea
hotherWe now extend our analysis to larger s
atter-nets where all nodes might not be within rangeof ea
h other. We pro
eed by 
onstru
ting small
lusters of nodes with all nodes within a 
lus-ter being in range of ea
h other. Inter 
luster5




ommuni
ation 
an be done by periphery nodesof adjoining 
lusters. The 
luster size is an im-portant fa
tor in this 
ase and we did many ex-periments, both theoreti
ally and by simulationsto 
ome up with the best 
luster size, ie. whi
hgives maximum 
apa
ity.3.2.1 Theoreti
al analysisThe simulation tool 
annot handle very larges
atternets (larger than 35 nodes) and hen
e wedid a theoreti
al analysis to �nd the maximumnetwork throughput for the s
atternet. We didthe analysis by varying the 
luster size from 16 to28 (16, 20, 24, 28). For ea
h 
luster size, we �ndthe 
apa
ity su

essively for an in
reasing num-ber of nodes. It is assumed that ea
h 
luster 
anbe rea
hed from every other 
luster in atmost onehop, whi
h will most probably be true for mostpra
ti
al 
ases also. For 
al
ulation purposes, we
ompletely di�erentiate the 
ases of intra-
lusterand inter-
luster 
ommuni
ation, ie. we assumethat all the 
lusters together are either 
ommu-ni
ating within themselves or a
ross themselves.For this purpose, we keep a fa
tor � (0 < � <1) whi
h indi
ates the ratio of intra
luster traÆ
to the total traÆ
. We then 
al
ulate the over-all 
apa
ity as � * inter
luster traÆ
 + (1-�) *intra
luster traÆ
. The intra
luster 
apa
ity is
al
ulated by simply multiplying the number of
lusters with the 
apa
ity for a single 
luster ob-tained through the earlier simulation results. To
al
ulate the inter
luster throughput, we let ev-ery 
luster form one single link with every other
luster in the network. This gives a total of nC2links where n = number of 
lusters, and assum-ing that all these links will be 
ompletely loaded,the total throughput in this 
ase 
omes out to benC2 * 361 Kbps.We did the analysis by keeping the values of� as 0.7, 0.8, and 0.9 be
ause we assume thatthe nodes will be 
ommuni
ating with the nodeswithin the 
luster for more time than the nodes

outside the 
luster. Fig. 5, Fig. 6 and Fig. 7show graphs for the 
apa
ity against the numberof nodes, for � = 0.7, 0.8 and 0.9 respe
tively. Inea
h graph, there are 4 lines for the 
luster sizesof 16, 20, 24 and 28. It is evident from the graphthat the 
luster size of 20 gives the maximum 
a-pa
ity. The result 
an be explained intuitively byobserving that as the 
luster size in
reases, theintra
luster throughput in
reases be
ause aver-age path length within a 
luster does not in
reaseby as mu
h as what the ring-size in
reases, thusleading to more parallel 
ommuni
ations. Onthe other hand, the inter
luster throughput de-
reases with in
rease in 
luster size be
ause thenumber of 
lusters de
reases. Therefore there isa trade o� and the best result is obtained at a
luster size of 20.
3.2.2 Simulation analysisThe result obtained above was also veri�ed bysimulations done for the number of nodes up to35. The perfe
t syn
hronization between 
lus-ters as assumed in the theoreti
al analysis is notpossible in the a
tual simulation. Therefore toassume a � value (say 0.9), we run 10 simulationsand make s
enarios su
h that ea
h node remainson a 
onne
tion within its 
luster for 9 runs, andon a 
onne
tion a
ross 
lusters for 1 run. Simi-larly, if we only need to run 5 simulations, thenfor 
lusters of size 20, we sele
t 10 nodes thatremain within their 
luster for all 5 runs, andthe other 10 nodes are kept within the 
lusterfor 4 runs and a
ross 
lusters for 1 run. The re-sults obtained for � = 0.9 are shown in Fig. 8and they are in 
lose similarity to the values ob-tained theoreti
ally. This veri�es the theoreti
alresult of the best 
luster size 
oming out to be20.6
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Figure 5: Capa
ity Vs Number of Nodes: Theo-reti
al, � = 0.7
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Figure 6: Capa
ity Vs Number of Nodes: Theo-reti
al, � = 0.8
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Figure 7: Capa
ity Vs Number of Nodes: Theo-reti
al, � = 0.9
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Figure 8: Capa
ity Vs Number of Nodes: Simu-lation, � = 0.94 DSCPWe model DSCP (Dynami
 S
atternet Constru
-tion Proto
ol) on the same pattern as ZRP (ZoneRouting Proto
ol) [16℄ for ad ho
 networks.ZRP makes mutually ex
lusive zones of a 
ertainradius and follows a table-driven proto
ol likeDSDV [17℄ within a zone, and an on-demandproto
ol like AODV [15℄ for 
ommuni
ationa
ross zones. Similarly, for routing we follow atable-driven proto
ol within ea
h 
luster, and anon-demand proto
ol for 
ommuni
ation a
ross
lusters.4.1 Communi
ation within 
lustersTopology 
onstru
tion for this part has two fun
-tionalities - addition of nodes and removal ofnodes. Finally, a table-driven routing proto
olwill be needed for setting up and maintaining
onne
tions on the topology of the l
uster 
on-stru
ted. Addition of nodes simply implies in-
luding new nodes into the existing ring. Whenthe ring be
omes full, it is expanded by mak-ing the devi
e the master of a new empty pi-
onet, and thus introdu
ing further va
an
ies inthe ring. Similarly, removal of nodes implies thesystemati
 deletion of nodes from the ring, fol-lowed by shrinking the ring when a pi
onet be-7




omes empty. The pro
ess is fa
ilitated by allthe masters being made aware of the 
lo
ks of allthe other masters, and of any topology 
hange assoon as the rearrangement 
on
ludes.4.1.1 Addition of nodesWhenever a new node enters a network hav-ing more than one 
luster in its vi
inity, it hasthe option of entering any 
luster. However,the best performan
e 
an be derived by 
om-pleting a ring of 5 pi
onets with a 
luster sizeof 20 nodes, as shown in the previous se
tion.Hen
e the node will have to 
ontinue listeningfor replies from masters of more 
lusters for INI-TIAL WAIT TIMEOUT time units. Wheneverit 
onne
ts to a master, it is 
ommuni
ated thenumber of devi
es already present in that 
luster.After expiry of the INITIAL WAIT TIMEOUT,it �nally 
onne
ts to the 
luster having the max-imum number of nodes.The rearrangement pro
ess to be 
ommen
ed onthe atta
hment of a new devi
e to some mas-ter in a s
atternet is delayed by a random ba
k-o� greater than MAX PROPAGATION TIMEin the network. This is done to prevent any
on
i
ts that might arise from the addition oftwo nodes in qui
k su

ession. If the master re-
eives any rearrangement messages during thistime, then it relapses again into a repeat ran-dom ba
k-o�.After the ba
ko�, the master now determineswhi
h va
ant pi
onet will a

ommodate the newnode, and 
ommuni
ates the arrangement to thenew devi
e as well as broad
asts it to the rest ofthe masters in the s
atternet. The broad
ast isrestri
ted in a manner similar to the 
a
hing pro-
edure of the <BROADCAST ID, BD ADDR>tuple, as followed in the AODV ad-ho
 routingproto
ol. The master also sends an FHS pa
ketof the destination master to the new devi
e, inorder to prevent a repeat INQUIRY-PAGE pro-
edure. The new node 
an thus atta
h itself to

the sele
ted va
ant pi
onet.If a va
ant pi
onet is not available, then expan-sion of the ring be
omes ne
essary. Sin
e themaster might be atta
hed to two or more pi-
onets, it now dis
onne
ts itself from the adjoin-ing pi
onet having the least master BD ADDR.This dis
onne
tion request is also broad
astedover the s
atternet, and to the new devi
e in thesame way as explained above. The new devi
eis thus made the master of a new pi
onet andin
luded in between the two pi
onets.4.1.2 Removal of nodesThere are three 
ases when a node removes itselffrom the s
atternet - either it is was a pure slave,or a bridge, or a master.Pure slave: Any ring shrinkage produ
es atleast two surplus devi
es - a master and an asso-
iated bridge - in addition to any atta
hed slaves.Clearly, a ring 
an be allowed to shrink only ifthere are enough va
an
ies present in the s
atter-net and these are 
onsolidated within the samepi
onet. Hen
e, pro
eeding from a full ring, oneslave is allowed to depart. When a se
ond slavedeparts, the s
atternet is rearranged to 
onsoli-date the two va
an
ies into a single pi
onet. Athird slave is also allowed to depart from someother pi
onet. When a fourth slave departs, thes
atternet is rearranged to 
onsolidate the twonew va
an
ies into a single pi
onet. Then thering is shrunk by dissolving the pi
onet with themaster having the lower BD ADDR, and the freemaster and bridge are a

ommodated into theva
ant pi
onet.Bridge: Whenever a bridge node departs, atleast one of the two adjoining pi
onets be
omesnon-va
ant. The s
atternet is rearranged by re-moving a pure slave from an adjoining pi
onet,and repla
ing it as the new bridge. If this re-arrangement makes both the adjoining pi
onets8



va
ant, then rearrangement is done as in the pre-vious 
ase of the departure of a fourth slave.Master: When a master of a non-va
ant pi-
onet departs, then a pure slave 
an be rear-ranged as the new master. However, if the mas-ter of a 
ompletely va
ant pi
onet departs, thenan adjoining non-va
ant pi
onet 
an always besele
ted. Rearrangement is done by relo
ating apure slave from the adjoining pi
onet, and mak-ing it the new master. The va
an
y produ
ed inthe adjoining pi
onet 
an be dealt with as in theprevious 
ase of removal of a pure slave.4.1.3 RoutingIntra-
luster routing is table-driven.Route dis
overy: All masters 
ommuni
atethe BD ADDRs of their respe
tive slaves andbridges and the population of their neighborsto their immediate neighbors. The masters re-
eiving this information update their tables and
al
ulate the number of hops to ea
h devi
e. Inthis way, even in a ring of a maximum size of�ve pi
onets, all the nodes 
an be made awareof the shortest routes to all other nodes in that
luster. Thus, no formal route dis
overy pro
e-dure is needed as su
h, but only a table lookupis required.Route maintenan
e: Any addition or re-moval of nodes is 
ommuni
ated immediately toall the nodes in that 
luster. The broad
astsare restri
ted as des
ribed before. All nodes, in-
luding the sour
e node, update their tables im-mediately on re
eiving this information. Sin
ethe ring stru
ture is always maintained, hen
ea route to the destination nodes 
an always beestablished again.

4.1.4 Intra-
luster 
ommuni
ationSin
e we follow a table-driven proto
ol within a
luster, hen
e sour
e-routing of data pa
kets isnot required. Data transfer 
an be done simplyby looking up the shortest route to a destinationand MAC-uni
asting along the 
orre
t route.4.2 Communi
ation a
ross 
lustersThis pro
eeds in two stages - 
luster dis
overyand inter-
luster 
ommuni
ation. Cluster dis-
overy is done periodi
ally throughout the life-time of the s
atternet. An on-demand proto
ol isused for route dis
overy and route maintenan
efor establishing and sustaining inter-
luster 
om-muni
ation.4.2.1 Cluster dis
overyEa
h 
luster should be 
onne
ted dire
tly toas many 
lusters as possible. This ensuressingle-
luster-hop paths to the maximum 
lus-ters possible, and hen
e overall shortest pathstoo. We target at allo
ating a pair of nodesfor ea
h pair of 
lusters dire
tly 
onne
ted toea
h other. This is done in the followingway: Whenever ea
h pure slave of a 
lus-ter is not involved a
tively in any 
onne
tions,it dis
onne
ts from its parent 
luster for aperiod of CLUSTER DISCOVERY TIMEOUTduration and enters into an INQUIRY - IN-QUIRY SCAN phase. Whenever this slave es-tablishes a 
onne
tion with another slave of a dif-ferent 
luster also in CLUSTER DISCOVERYphase, it ex
hanges a syn
hronization timerof ROUTE QUERY TIMEOUT duration, andboth the slaves return to their respe
tive 
lus-ters. Then
eforth, out of these two slaves theone whi
h was in INQUIRY phase and hen
e wasthe slave of the temporary pi
onet of these twonodes, is delegated as the link-node for that pairof 
lusters. For the other 
luster, the master ofthe slave whi
h had temporarily dis
onne
ted, is9



delegated as the link-node. After this, the slavelink-node dis
onne
ts from its parent 
luster ev-ery ROUTE QUERY TIMEOUT, and 
onne
tswith the 
orresponding master link-node. This
onne
tion is used for periodi
 information andquery ex
hange, whi
h is used during the routedis
overy and route maintenan
e phases.4.2.2 RoutingRouting is done in an on-demand manner,and 
omprises of route-dis
overy and route-maintenan
e.Route dis
overy: Whenever a route requestis made for a node outside a 
luster to whi
h aroute is not already known, the request is broad-
asted to all the nodes of that 
luster. Out of allthese re
eiving nodes, whenever the link-nodeswhi
h had been delegated as the 
luster represen-tatives during the 
luster dis
overy phase 
on-ne
t with ea
h other, they propagate the routerequest from the querying 
luster to the next
luster. Sin
e all the nodes of a 
luster are awareof all the members of their respe
tive 
lusters,hen
e they immediately respond to the queryif they 
ontain the destination node, or knowof a route to the destination node. Else theroute request is broad
asted to all other link-nodes of this 
luster, and subsequently to the
lusters beyond this. The route dis
overy nowworks in a manner similar to the AODV proto-
ol, with the link-nodes of ea
h 
luster maintain-ing reverse links and �nally sele
ting the pathwith the smallest number of 
luster-hops. Broad-
asts are prevented from exploding by 
a
hingthe <BROADCAST ID, BD ADDR> tuple.Route maintenan
e: Whenever a node re-moves itself from a 
luster and a link breaks, theinformation is immediately 
ommuni
ated to allthe nodes of that 
luster and the ring is re
on�g-ured. Therefore, whenever a non link-node or a

non destination-node breaks away, the ring is re-
on�gured and the traÆ
 
an be re
ommen
ed.However, if a destination node breaks away, thenthe downstream link-node of that 
luster uni-
ast this update to the sour
e, whi
h termi-nates its traÆ
. Similarly, if a link-node breaksaway, then the previous downstream link-nodewill not be able to transmit any data, and af-ter a LINK NODE RELAXATION TIMEOUTit uni
asts a ROUTE ERR to the sour
e. Thesour
e will now do another route dis
overy andonly then re
ommen
e its traÆ
.4.2.3 Inter-
luster 
ommuni
ationAfter a route dis
overy has been 
ompleted,inter-
luster 
ommuni
ation be
omes possible bytable-driven MAC-uni
asting within a 
lusterfrom the in
oming-link-node to the outgoing-link-node. Similarly, the link-nodes transfer datato their 
orresponding 
ounterparts in the next
luster by MAC-uni
asting in the standard way.In both 
ases, all nodes along any route are awareof their next-hop nodes, and hen
e sour
e rout-ing is not needed.5 Con
lusionsWe derived that the 
apa
ity will depend on theaverage number of nodes in a pi
onet, and the av-erage path-length. The path-length in turn is de-pendent on the number of nodes per pi
onet, andthe slave:bridge ratio in the pi
onets. Throughsimulations and analysis, we found that the mostoptimal 
apa
ities result with s
atternets having
lusters of 20 nodes with 5 pi
onets, ea
h pi
onethaving an average of 5 nodes and an equal num-ber of slaves and bridges. We then des
ribedthe Dynami
 S
atternet Constru
tion Proto
ol,whi
h 
onstru
ts topologies on the 
y based onthe optimization results derived through our ex-periments, and takes 
are of routing through as
heme similar to the ZRP proto
ol for ad ho
10



networks.As a supplementary work, we also found thatBluetooth has a lot to bene�t from the par-allel 
ommuni
ations that are possible in net-works having multiple pi
onets. This in
reasesthe s
ope for 
omparing Bluetooth with IEEE802.11b, and evaluating various fa
tors whi
h de-termine their relative performan
es in di�erentappli
ation s
enarios. We saw that Bluetoothhas a very bright future in giving a 
heap, yet ro-bust infrastru
ture for developing Personal AreaNetworking appli
ations.We also saw that the best deliverable 
apa
itiesof s
atternets relies 
onsiderably on syn
hroniza-tion along the transfer 
hains, and quality of thetopology 
onstru
ted. For syn
hronization, weproposed a simple master-
oordinated syn
hro-nization 
orre
ting proto
ol based on the traÆ
-type, and veri�ed a simpli�ed version of the pro-to
ol.6 Current workWe are presently implementing DSCP in NS-2for further 
onsolidating our proto
ol and evalu-ating parameters for optimizing the performan
eof the proto
ol.7 A
knowledgmentsWe want to 
onvey our sin
erest a
knowledg-ments to Dr. Rajeev Shorey from the IBM IndiaResear
h Lab. at New Delhi, for introdu
ing usto this problem, and giving us valuable guidan
ethroughout the year on the topi
.Referen
es[1℄ Bluetooth SIG. Bluetooth Spe
i�
ations. Inhttp://www.bluetooth.
om[2℄ Network Simulator (NS), version 2.1b7amanual. In http://www.isi.edu/nsnam

[3℄ IBM. Blueho
 Simulator. Inhttp://oss.software.ibm.
om/developerworks/opensour
e/blueho
[4℄ Aaditeshwar Seth, Anand Kashyap,Dheeraj Sanghi. A Simulation Tool forBluetooth S
atternets: Extensions toBlueho
. Submitted for publi
ation.[5℄ Theodoros Saloidis, Pravin Bhagwat, Le-andros Tassiulas, Ri
hard LaMaire. Dis-tributed Topology Constru
tion of Blue-tooth Personal Area Networks. In IEEE IN-FOCOM, 2001.[6℄ Pravin Bhagwat, Srinivasa Rao.On the 
hara
terization of Blue-tooth S
atternet Topologies. Inhttp://www.
s.umd.edu/ pravin/bluetooth[7℄ Abhishek Das, Abhishek Ghosh, Ashu Raz-dan, Huzur Saran, Rajeev Shorey. En-han
ing Performan
e of Asyn
hronous DataTraÆ
 over Bluetooth Wireless AdHo
 Net-works. In IEEE INFOCOM, 2001[8℄ Aaditeshwar Seth, Anand Kashyap, R KGhosh. Performan
e Study of Bluetoothover High Bandwidth Appli
ations. In Pro
.of IEEE ADCOM, 2001[9℄ Manish Kalia, Deepak Bansal, RajeevShorey. MAC S
heduling and SAR Poli
iesfor Bluetooth: A Master Driven TDD Pi
o-Cellular Wireless System. In IEEE MO-MUC 1999.[10℄ Jinyang Li, Charles Blake, Douglas S, J DeCouto, Hu Imm Lee, Robert Morris. Capa
-ity of Ad Ho
 Wireless Networks. InMOBI-COM, 2001.[11℄ Pravin Bhagwat, Adrain Segall. A RoutingVe
tor Method (RVM) for Routing in Blue-tooth S
atternets. In IEEE MOMUC 1999.11



[12℄ Bhaskaran Raman, Pravin Bhagwat, Srini-vasan Seshan. Arguments for Cross LayerOptimizations in Bluetooth S
atternets. InPro
. of SAINT, 2001.[13℄ A Proposed Flow Spe
i�
ation: RFC-1363.IETF (Internet Engineering Task For
e. Inhttp://www.ietf.org/rf
/rf
1363.txt[14℄ M. Shreedhar, G. Varghese. EÆ
ient FairQueuing Using De�
it Round Robin. InACM SIGCOMM, 1995.[15℄ Ad Ho
 On Demand Distan
e Ve
tor(AODV) proto
ol: IETF Draft. IETF(Internet Engineering Task For
e. Inhttp://www.ietf.org/internet-drafts/draft-ietf-manet-aodv-10.txt[16℄ Zone Routing Proto
ol (ZRP) pro-to
ol: IETF Draft. IETF (Inter-net Engineering Task For
e. Inhttp://www.
s.hut.�/ mart/mail/manet/1997/0089.html[17℄ Charles E Perkins and Pravin Bhagwat.Highly Dynami
 Destination-Sequen
edDistan
e-Ve
tor Routing (DSDV) forMobile Computers. In Pro
eedings of theSIGCOMM '94.Appendix A: S
atternet Syn-
hronization Proto
ol (SSP)Considering the 
ase when data has to be trans-fered a
ross several pi
onets over a 
hain of al-ternate masters and bridges, the best through-put will be a
hieved when the alternate bridges
onne
t on disjoint intervals of time with their
ommon master. However, with disjoint inter-vals the end-to-end delays will be proportionalto (
hain length - 2). If delays are to be mini-mized, then the intervals should overlap exa
tly,but in this 
ase the e�e
tive 
ow throughput will

be halved. Hen
e, the syn
hronization poli
y de-veloped should be dependent on the kind of traf-�
, with the �rst poli
y of maximum throughputbeing used for high bandwidth appli
ations likeFTP, and the se
ond poli
y of minimum delaysbeing used for delay sensitive appli
ations likestreaming audio.Even if the desired syn
hronization is somehowattained, the bridges tend to get out of syn
.with the masters. This is be
ause whenever abridge wants to swit
h from one pi
onet to theother, it �rst sends a HOLD request to the 
ur-rent master, and waits for the HOLD a
knowl-edgement. This introdu
es delays at two levels:� When the bridge is waiting for a POLL fromthe 
urrent master, so that it 
an send itsHOLD request to the master.� When the master re
eives the HOLD re-quest, but delays its a
knowledgement be-
ause of the s
heduling poli
y that it is fol-lowing.These delays 
an be expe
ted to remain 
onstantwhen the traÆ
 at the masters is not too heavy,but will 
u
tuate heavily when the traÆ
 loadis in
reased and the s
heduling poli
ies are notable to s
ale.The initial syn
hronization 
an be a
hieved whenthe 
onne
tion is established and the QoS nego-tiated through any of the SDP proto
ols. How-ever, the subsequent operational proto
ol shouldbe 
orre
ting in nature, sin
e bridges tend to getout of syn
hronization often. If it is assumedthat no intermediate nodes will have any self-traÆ
, but will only be 
on
erned with forward-ing the traÆ
, then this leads to a simple 
or-re
ting algorithm to be followed by the mastersalong the 
hain. The algorithm des
ribed below,is for maximizing the throughput. An equiva-lent algorithm 
an be developed for minimizingthe delays, depending on the traÆ
 type.12



Variables -sour
e bride: bridge bringing traÆ
 into masterdest bridge: bridge 
arrying traÆ
 away frommaster
onn time[ ℄: times for whi
h bridges remain
onne
ted with master (negotiatedduring 
onne
tion establishment)
urr time[ ℄: time for whi
h slave has been
onne
ted with master mostre
entlyPro
edure -1. When sour
e bridge 
onne
ts, then begin2. If dest bridge 
onne
ted, then begin3. Send HOLD 
ommand to dest bridgefor 
onn time[sour
e bridge℄endend4. When dest bridge 
onne
ts, then begin5. If sour
e bridge 
onne
ted, then begin6. Send HOLD 
ommand to dest bridgefor (
onn time[sour
e bridge℄ -
urr time[sour
e bridge℄)endendFor modifying the algorithm for smaller delays,the master has to only delay the a
knowledge-ment of the HOLD request of the destinationbridge, and syn
hronize it with the time whenthe sour
e bridge exits the pi
onet.The above algorithm will work even in the 
asewhen self-traÆ
 (traÆ
 originated by the bridgesthemselves, or by the other slaves or masters) isallowed, but only when su
h traÆ
 is installedbefore the forwarding traÆ
 is set up. Other-wise, any new traÆ
 additions will 
hange thebandwidth allo
ation at the master, and hen
e
hange the amount of time that the bridgesneed to remain 
onne
ted with the master. Any
hange of this 
onne
tion time will require thedevelopment of a separate proto
ol to 
ommuni-
ate the 
hange to the bridges. To avoid su
h

a proto
ol, we suggest an alternate algorithmwhi
h is slightly biased towards forwarding traf-�
, but we expe
t that over a period of time thisforwarding traÆ
 will terminate, and the di�er-entials will average out.Assuming that the s
heduling poli
y imple-mented at the masters will be maintaining a listof preferen
e ratios in whi
h the bandwidth willbe allo
ated to the di�erent slaves/bridges at anyinstant of time, our obje
tive is just to reset theoriginal bandwidth ratio to a forwarding traÆ
whenever it 
onne
ts. It is safe to generalize thatany self traÆ
 from/to a bridge 
an be 
onsid-ered to be equivalent to a self-traÆ
 from/to anyother pure slave. Therefore:Variables -bw ratio[ ℄: band-width allo
ation ratiosself ratio: ratio of bw allo
ated toforwarding traÆ
 of bridgePro
edure -1. Whenever bridge 
onne
ts for �rst time forforwarding traÆ
, then begin2. self ratio = bw ratio[traÆ
℄end3. Whenever bridge 
onne
ts subsequently forforwarding traÆ
 OR bridge is 
onne
tedAND master reallo
ates bw, then begin4. di� ratio = bw ratio[traÆ
℄ - self ratio5. distribute di� ratio among ea
hnon-forwarding traÆ
end6. Whenever bridge dis
onne
ts after �rsttime from forwarding traÆ
, then beginrestore original ratiosendWe implemented the SSP s
heme in the simu-lator, assuming that all traÆ
 is set up initiallyand started together. Therefore, we did not haveto reallo
ate the bandwidths when a forwardingtraÆ
 was about to be re
ommen
ed. For veri-13
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Figure 9: Capa
ity A
ross a Chain
fying our proto
ol, we 
onstru
ted topologies oflinear 
hains of two to nine nodes, and forwardedthe maximum traÆ
 possible. We s
heduled thebridges to alternate between the two pi
onets,remaining for 640 slots in ea
h.The results of the maximum 
ows we obtainedare shown in Fig. 5. For a trivial pi
onet systemof one master 
onne
ted to one slave, a maxi-mum 
ow of 600 Kbps is attained. We noti
ethat this is less than the theoreti
al maximumof 723.2 Kbps be
ause the master temporarilydeta
hes itself from the slave to go into an IN-QUIRY pro
edure to 
apture more slaves. Asthe 
hain length in
reases, the throughput dropsfrom 360 Kbps at a 
hain length of three, to sat-urate at 275 Kbps for longer 
hains. The end-to-end delays obtained are also in 
lose agree-ment with the theoreti
ally expe
ted delays of((
hain length - 2) * presen
e time). Perpet-ual syn
hronization is not a
hieved be
ause ofthe delays en
ountered at two levels, when thebridge sends a HOLD request to its 
urrent mas-ter. These delays are of the order of 20 - 40 slots,and disturb the syn
hronization.

Appendix B: Comparison of802.11 and BluetoothBefore presenting any 
omparisons, it is impor-tant to re
ognize the appli
ation area in whi
hthe 
omparisons should be 
ondu
ted. IEEE802.11 o�ers a bandwidth of 2Mbps over a rangeof 250m, while 802.11b o�ers a bandwidth of 11Mbps. When bandwidth loss in MAC layer head-ers and MAC intera
tions of 
ollisions of RTSpa
kets, et
 is taken into a

ount, the deliverable
apa
ity redu
es, but still remains at 1.7 Mbpsand 9.4 Mbps respe
tively. This makes the te
h-nology ideal for establishment of long-distan
ead ho
 or infrastru
ture networks, as well as forusage in small distan
e s
enarios. Bluetooth onthe other hand, is fun
tional over ranges of 15m,although higher range Bluetooth 
hips are beingmade now. The maximum bandwidth availableis 1 Mbps, whi
h redu
es to an e�e
tive 723.2Kbps for asymmetri
 
ommuni
ation. Therefore,Bluetooth 
an only be applied essentially for in-door networking over small distan
es.However, even though Bluetooth has a lowerbandwidth, it has an advantage that it does notuse a 
ommon 
hannel for 
ommuni
ation, butea
h pi
onet uses a di�erent 
hannel. Therefore,the available bandwidth in a s
atternet be
omesequals to the 
ombined 
apa
ity of the number ofpi
onets in the network, with traÆ
 
owing in allthe pi
onets simultaneously. 802.11 on the otherhand uses a single 
hannel, and in small distan
es
enarios when all nodes are within hearing dis-tan
e of ea
h other, the CSMA proto
ol of 802.11redu
es the available bandwidth to that of justone 802.11 devi
e. This behavior of 802.11 wasresear
hed in [10℄, and the 
apa
ity was observedto drop signi�
antly as the number of nodes wasin
reased, due to an in
reased 
ontention at theMAC level in the network.Clearly, Bluetooth appears to be more s
alablethan 802.11 in small distan
e appli
ation s
e-14



narios. However, the lower bandwidth of Blue-tooth does not leave mu
h s
ope for 
ompeti-tion, ex
ept for the lower 
ost of the Bluetooth
hips (almost 20 times less than 802.11b wireless
ards). But all is not lost for Bluetooth. Thelimit of 1 Mbps on Bluetooth was pla
ed be
auseof the FCC ruling that frequen
y hopping sys-tems 
ould not hop at a rate ex
eeding 1 Mhz.This limited the bandwidth to 2 Mbps. However,very re
ently the FCC relaxed its ruling and thepresent limit is now at 10 MHz, thus bring thedeliverable bandwidth to 10 Mbps. The 
osts ofthe frequen
y hopping sub-system will in
rease ifthis extra bandwidth is to be a

essed, but it willnarrow the gap between Bluetooth and 802.11b,and in
rease 
ompetition.We have simulated both the 2 Mbps IEEE 802.11WLAN and Bluetooth in an area of 15m X15m, while in
reasing the number of nodes fromtwo to twenty. We have used the BTCP pro-to
ol to 
onstru
t s
atternet topologies in theBluetooth 
ase, and studied the two te
hnolo-gies by pumping traÆ
 from the masters to allthe slaves in their respe
tive pi
onets. We havethen used the same pair of devi
es to study thetraÆ
 limitations in the 802.11 
ase. The re-sults 
learly demonstrate that Bluetooth s
alesmu
h better than 802.11 when all devi
es in thenetwork are within ea
h others 
ommuni
ationrange. BTCP 
onstru
ts the minimum numberof pi
onets, with ea
h pi
onet 
onne
ted to ev-ery other pi
onet in the s
atternet. Therefore,when the total number of devi
es in the s
atter-net is up to eight, the e�e
tive 
apa
ity deliveredis that of a single master. When the numberof nodes are in
reased, this 
apa
ity follows astepped fun
tion, in
ating to the 
ombined 
a-pa
ity of two masters, and then to the 
apa
-ity of three masters. On the 
ontrary, 802.11also moves in a stepped manner, but the totalnetwork throughput de
reases as the number ofnodes are in
reased.
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Figure 10: IEEE 802.11 Vs BluetoothBluetooth does not attain the theoreti
al maxi-mums of 723.2 Kbps, 723.2 * 2 Kbps, and 723.2* 3 Kbps, be
ause the masters spend some timein the INQUIRY state, listening for more slaves.Even 802.11 does not attain the maximum of 1.7Mbps be
ause the MAC layer 
ontention and 
ol-lision of RTS pa
kets, limits the available 
apa
-ity.As is observed, Bluetooth overtakes the 2 Mbps802.11 WLAN when the number of devi
es in thearea in
reases beyond �fteen.
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