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This PowerPoint 2007 template produces an A1 presentation poster. 

You can use it to create your research poster and save valuable time 

placing titles, subtitles, text, and graphics.  

 

We provide a series of online tutorials that will guide you through the 

poster design process and answer your poster production questions. To 

view our template tutorials, go online to PosterPresentations.com 

and click on HELP DESK. 

 

When you are ready to print your poster, go online to 

PosterPresentations.com 

 

Need assistance? Call us at 1.510.649.3001 

 
 

QU ICK  START  
 

Zoom in and out 
 As you work on your poster zoom in and out to the level that is 

more comfortable to you. Go to VIEW > ZOOM. 

 

Title, Authors, and Affiliations 
Start designing your poster by adding the title, the names of the authors, and the 

affiliated institutions. You can type or paste text into the provided boxes. The 

template will automatically adjust the size of your text to fit the title box. You 

can manually override this feature and change the size of your text.  

 

TIP: The font size of your title should be bigger than your name(s) and institution 

name(s). 

 

 

 

 

Adding Logos / Seals 
Most often, logos are added on each side of the title. You can insert a logo by 

dragging and dropping it from your desktop, copy and paste or by going to INSERT 

> PICTURES. Logos taken from web sites are likely to be low quality when printed. 

Zoom it at 100% to see what the logo will look like on the final poster and make 

any necessary adjustments.   

 

TIP:  See if your school’s logo is available on our free poster templates page. 

 

Photographs / Graphics 
You can add images by dragging and dropping from your desktop, copy and paste, 

or by going to INSERT > PICTURES. Resize images proportionally by holding down 

the SHIFT key and dragging one of the corner handles. For a professional-looking 

poster, do not distort your images by enlarging them disproportionally. 

 

 

 

 

 

 

 

 

Image Quality Check 
Zoom in and look at your images at 100% magnification. If they look good they will 

print well.  
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QU ICK  START ( con t . )  
 

How to change the template color theme 
You can easily change the color theme of your poster by going to the DESIGN 

menu, click on COLORS, and choose the color theme of your choice. You can also 

create your own color theme. 

 

 

 

 

 

 

 

 

 

You can also manually change the color of your background by going to VIEW > 

SLIDE MASTER.  After you finish working on the master be sure to go to VIEW > 

NORMAL to continue working on your poster. 

 

How to add Text 
The template comes with a number of pre-formatted 

placeholders for headers and text blocks. You can add 

more blocks by copying and pasting the existing ones or 

by adding a text box from the HOME menu.  

 

 Text size 
Adjust the size of your text based on how much content you have to present.  

The default template text offers a good starting point. Follow the conference 

requirements. 

 

How to add Tables 
To add a table from scratch go to the INSERT menu and  

click on TABLE. A drop-down box will help you select rows and 

columns. You can also copy and a paste a table from Word or 

another PowerPoint document. A pasted table may need to be re-

formatted by RIGHT-CLICK > FORMAT SHAPE, TEXT BOX, Margins. 

 

Graphs / Charts 
You can simply copy and paste charts and graphs from Excel or Word. Some 

reformatting may be required depending on how the original document has been 

created. 

 

How to change the column configuration 
RIGHT-CLICK on the poster background and select LAYOUT to see the column 

options available for this template. The poster columns can also be customized on 

the Master. VIEW > MASTER. 

 

How to remove the info bars 
If you are working in PowerPoint for Windows and have finished your poster, save 

as PDF and the bars will not be included. You can also delete them by going to 

VIEW > MASTER. On the Mac adjust the Page-Setup to match the Page-Setup in 

PowerPoint before you create a PDF. You can also delete them from the Slide 

Master. 

 

Save your work 
Save your template as a PowerPoint document. For printing, save as PowerPoint of 

“Print-quality” PDF. 

 

Student discounts are available on our Facebook page. 

Go to PosterPresentations.com and click on the FB icon.  
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Word sense disambiguation (WSD) is an important and open problem in natural 

language processing. A substantial amount of research has been done in WSD in 

English, with the state of the art systems having an accuracy of up to 72.9% in 

Senseval-3 (2004) [1]. The first attempt at WSD in Hindi, performed solely on 

nouns, resulted in an accuracy ranging from 40% to 70%[2].  

 

Introduction 

Traditional WSD Methods used in English 

Results 

Given a sentence and a word to be disambiguated the algorithm provides a 

number corresponding to its allocated sense. The large corpus ensured coverage 

of almost all Hindi words in the vocabulary. The vectors provided an accurate 

representations of all words in the 100 dimensional space as observed by the 

correspondence of high cosine similarity with high similarity of words. 

Conclusion 

• The Sense Vector method outperforms Lesk’s algorithm in almost all cases.  

• Fine tuning of the threshold cosine similarity value can increase the accuracy 

of disambiguation. The threshold value of 0.3 was observed to be the best for 

our test cases. 

• Averaging over vectors to obtain sense and context vectors does not seem like 

the most optimal representation of the senses. 
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• The HindMonoCorp 0.5 is a Hindi-only segmented, tokenized corpus with 

morphological tags. It consists of 365 million lemmatized Hindi words[5]. 

• The Hindi Wordnet developed by IIT Bombay is a lexical resource which 

incorporates the different semantic relations between words in Hindi. These 

relations include synonyms, homonymy, hypernymy, meronymy[6]. 
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Resources and Corpus 

• Lesk’s algorithm is a frequently used knowledge-based method of WSD which 

makes use of overlap of words occurring in context, with words present in 

each senses, along with other sources such as synonyms, hypernyms, 

homonyms, meronyms, example sentences, gloss of hypernyms and 

homonyms[3]. 

• In 1995, Yarowsky proposed an unsupervised method of WSD using decision 

lists. He introduced the famous “one sense per discourse” property which he 

and many others in future used for their disambiguation algorithms[4]. 

Methodology 

• Word Vectorization : Mikolov’s Word2vec model was used, which 

implemented a skip-gram approach to train word vectors for predicting words 

given a context. The weights trained on the neural network represent the 

vectors of each word. The model was trained on the corpus to obtain 100 

dimensional vectors for each of the 0.7 million words in the vocabulary. 

 

• Sense Extraction : Given a word to be disambiguated, all of the senses of the 

word are obtained from the Hindi Wordnet (Java API). Each sense is 

represented as a collection of it’s synsets, hypernyms, homonyms and gloss. 

 

• Sense Vectorization : The vector which represents each sense is the average 

of all the word vectors in its collection which have a cosine similarity with 

the original word above a certain threshold[7]. 

 

• Context Vectorization : To disambiguate a sentence containing this word, its 

context words having cosine similarity with this target word above a 

threshold are used to create the context vector by averaging over the 

individual word vectors. 

 

 

 

 

• Sense Allocation : The cosine similarity values are computed between the 

context vector and each sense vector. The sense which has the highest cosine 

similarity value is allocated sense for disambiguation. 

 

• Comparison Baseline : The results were compared with the standard Lesk’s 

algorithm using words from Hypernyms, Homonyms, Synsets, gloss and 

example sentences. 

Insights 

Test Sentences Sense Vector Baseline 

वस्तु की साफ सफाई जरूरी होती है । Correct Correct 

अदाऱत की सफाई जरूरी है । Correct Incorrect 

हमें सफाई देने की जरूरत नही है । Correct Incorrect 

शक होने पर उसे सफाई देनी पडी । Incorrect Incorrect 

• It was observed that the accuracy depends on the length of the sentence of 

the word to be disambiguated. 

• The length of the gloss plays and important role, particularly in Lesk’s 

algorithm, for disambiguation. 

• There is a scarcity of large Hindi sense-tagged data, whose availability would 

enable us to use the state of the art supervised algorithms, which are 

currently implemented only in English. 

Future Work 

• A better representation of the sense and context vectors can be obtained by 

learning the contribution of different word vectors from the collection of that 

sense. This may be done using a neural network. 

• Alternatively, metrics other that cosine distance can be used as a measure of 

similarity. 

• Clustering is a viable unsupervised method for WSD in under resourced 

languages like Hindi. It can be used for comparison of performance with our 

method. 

• Different adaptations of Lesk’s algorithm can be used to improve upon the 

baseline performance. 
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