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Die-stacked DRAM Caches
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Why Die-stacked DRAM as a cache

● As memory, difficulties?
● As a cache, the capacity can be increased many-folds
● The following slide explores the challenges faced 

DRAM cache
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Implementation of DRAM cache and its challenges

● Large Cacheline Sizes
● Sub-blocking
● Combining Tags and Data
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Main objectives in designing DRAM cache

1. Avoid fragmentation and minimize bandwidth wastage
2. Reduce SRAM overhead as low as possible
3. On cache hit, latency should be close to a DRAM 

access
4. On cache miss, proceed to main memory quickly 

without a stacked-DRAM access

5



DRAM cache hits
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Reducing Hit Latency

● Compound Access Scheduling
● Reserve the row buffer after tag read command
● Aim to maximize the hits
● For cache misses, MissMap technique
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MissMap

● Similar to 
conventional 
tag array

● Can hold more 
entries 
compared to 
tag array

● X[7] is being stored in DRAM cache
● Y[3] is being evicted from DRAM cache
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Performance of DRAM caches
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DRAM Caches

Latency Trade-offs in Architecting DRAM Caches



Latency vs Hit rate

Cache access latency = 0.1 Cache access latency = 0.5

Memory access latency = 1, Hit rate = 50%, Optimized hit rate = 70%, hit latency with 
optimization = 0.14
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Options for storing tag

● SRAM-Tag Design: Latency - Tag Serialization Latency (TSL)
● Tags-in-DRAM: The LH-Cache: Latency - TSL + Predictor Serialization (PSL)
● IDEAL Latency-Optimized Design
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Latencies in various cases of accesses X & Y
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Latency-Optimized Cache Architecture

Alloy Cache

● Direct-mapped structure with each block having both tag and data (TAD)
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Low-Latency Memory Access Predictor

● MissMap incurs PSL 

Series Access Model (SAM) & Parallel Access Model (PAM)
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Memory Access Predictor

● PAM - helps in saving latency (useful when cache hit 
rate is low)

● SAM - helps in bandwidth savings (useful when cache 
hit rate is high)

● Dynamic Access Model (DAM)
● History-Based Memory-Access Predictor (MAP)
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MAP

● Global-History Based MAP (MAP-G)
● Instruction-Based MAP (MAP-I)
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Comparisons
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