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Machine learning

“Field of study that gives
computers the ability to learn
without being explicitly
programmed.”

Arthur Samuel (1959)
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Question

If the checkers program had been allowed to play only ten

games (instead of tens of thousands) against itself, a much
smaller number of games, how would this have affected its
performance?

O Would have made it better
——> O Would have made it worse
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Machine learning algorithms (apid cdvance ments

vsed most n Fca\-u/or‘lof a,aph'cu'h'wy\;

- Supervised learning4— coursed 2

- Unsupervised learning <—
- Recommender systems course S

- Reinforcement learning

Practical advice for applying learning algorithms

&\
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Supervised learning

X —= )

input —  output label

Learns from being given “right answers”

Stanford onune @ Deeplearning.Al Andrew Ng



Input (X) Output (Y)

Application

email — spam? (0/1)
audio —  text transcripts
English — Spanish

ad, user info — click? (0/1)
image, radar info — position of other cars

image of phone ——=. defect? (0/1)

spam filtering
speech recognition
machine translation
online advertising
self-driving car

visual inspection
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Regression: Housing price prediction

400 T 150, 000

300 + 10,000
Pricein 200K 113,000
$1000's 209

100 +

0 : i i i i
0 500 ’]\ 1000 1500 2000 2500
Regression “]50 House size

in feet?

Predict a number
infinitely many possible outputs
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Classification: Breast cancer detection <
malfghanf benign

AN
1 é o ® o © Size | diaghosis
2 O
CY )
1 o
3 |
() =ttty Z » > :

tumor size x
(diameter |n cm)

Leo-c-o—x eii’ke VIV EObenign

X malignant
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Classification: Breast cancer detection

O benign
X malignant typel [FE—S-0"-A85%6

diameter(cm) 10cm

/\  malignant type 2 oem

class category
Classification

predict categories cat deg  bemgn malignant o, 1, 2
small number of possible outputs
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Two or more inputs

N ma\(gﬂaﬂ‘(’ z maln‘jnom‘i'

Tumor size
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Supervised learning

Learns from being given “right answers”

Regression Classification

Predict a number predict categories
infinitely many possible outputs small number of possible outputs
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Previous: Supervised learning

—_——

Now: Unsupervised learning

_’———
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Supervised learning Unsupervised learning
Learn from data labeled Find something interesting
with the “right answers” in unlabeled data.

0\ xx T A
X X A AL
O age A
O O A ) clustering
O
. > >
tumor size tumor size

age
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Clustering: Google news

Giant ppandagives birth to rare twin cubs at Japan's ‘. ,
oldestzoo> o ‘

USA TODAY - 6 hours ago

- Giant(panda/gives birth to twin cubs at Japan's oldest zoo
CBS News - 7 hours ago

« Giant(panda)gives birth to twin cubs at Tokyo's Ueno
WHBL News - 16 hours ago

« A Joyful Surprise at Japan's Oldest/Zoo:)The Birth of Twin
Pandas

The New York Times - 1 hour ago

« Twiri Panda Cubs Born at Tokyo's Ueno

PEOPLE - 6 hours ago

View Full Coverage
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Clustering: DNA microarray
Typel 4ypel  Type3

genes — — ____———
(each row) :

g | T} --nnllmull-l-mmtlllnllm-—1 'n EEEEEED
Q,, individuals
X (each column)
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Clusterlng Grouplng customers

T @V
growing skills
and knowledge Q dcea\gg)rp

MW

stay updated
with Al
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Unsupervised learning

Data only comes with inputs x, but not output labels y.
Algorithm has to find structure in the data.

Clustering Dimensionality reduction
Group similar data Compress data using fewer
points together. numbers.

Anomaly detection
Find unusual data points.
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Question

Of the following examples, which would you address using
an unsupervised learning algorithm?

Given a set of news articles found on the web, group them into sets
of articles about the same story.

)( [] Given email labeled as spam/not spam, learn a spam filter.

\/ @ Given a database of customer data, automatically discover market
segments and group customers into different market segments.

Given a dataset of patients diagnosed as either having diabetes or
not, learn to classify new patients as having diabetes or not

Stanford onune @ Deeplearning.Al Andrew Ng
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House sizes and prices

500 X .
linear regression % X% y CategoriesS
+00 * ca+t
2
pricein 300 d
‘$1000'$922ng§ 09
Numbers |
100 disease % (&
1.5 0 : N : i
— 33,2 0 1000 ‘1250 2000 3000
’ & size in feet? =

Regression model  Supervised learning model Classification model
Predicts numbers  Data has “right answers”  Predicts categories
Infinitely many possible outputs Small number of possible outputs
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v House sizes and prices

pricein $1000’s Data table
500 7 ——
l'-IOO size in feet? price in $1000’s
400
o\ Qoo |, Godd)
300 1416 232
{200 1534 315
852 178
100 ®
\ 0 i :;2\0% " 3210 870
0 1000 2000 3000
size in feet?
—
T s
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Terminology

Training Data used to train the model Notation:
set: x y = “input” variable
—— sizeinfeet? _{> pricein $1000’s x feapture
y ="output” variable
232 “target” variable
315 m=437 m = number of training examples
178 _ -
()Q, \/) = single training example
870
(1)_, )_l_o r <
y o =00 (9, y)
(Xm, Y(l)) = (2| O, OO) .(A@,y(i)) = ith training example

2 index (1st, 2nd, 3rd )
+(2) =1416 X( ):;l'_ )(2 not exponent

Stanford onune @ Deeplearning.Al Andrew Ng
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. features
[ tra|n$g set ] targedts

[ learning algorithm]

\ _hatll /\
yQA

S
_hypothests

; functhon
prediction

estimated
( /_,y)

size />——>\orfce

(e s‘Hma‘\'eCD

feature model

target

Stanford onLinE

How to represent 7

_Fw,b(x) -WX b
+ (%)

fwp(x) =wx +b
f(x)=wx+b
linear

1 )
X single feature x
Linear regression with one variable.
size
Univariate linear regression.

one variable

@ Deeplearning.Al
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Training set

features targets
size in feet? (x) | price $1000's (y) Model: fwp(x) =wx+b
2104 460 ]
1416 232 w,b: parameters
1534 315 caef-F'icfc.n'hS
852 178 weights

What do w, b do?
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f(x)
3 3 -
) 1%0:0‘)(“.5 ,» 4 f(x)=0.5X
Slope

1T y—l.5 1+ -~
0 + i i i 0 i i i

0 1 2 3 0 1 2 3

— w=0 —= w=0.5 —w=20.5

—> .b=1.5 — b=0 —>b=1

( -intercept
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Cost function: gquared error cost function

),( i)~

L)

@
J—(W,b>:3jlﬁ"§(./>?“) _>/(L)>%

erronr

Y m = number of training examples
m
E > 1 . 2
| XV Jw,b) = %z(fw,b( D) — y®)
1 | =1 TR
y(i) =fw,b( (i)) < intuition (nex-f!)
fW,b( (i)) = wx® 4+ p Find w, b:

7® s close to y® for all (+®,y®).
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model:
fwp(x) =wx +b

parameters: I
w, b
- . >
cost function:
m
JWw,0) == (fp(x©) — y©)2
2m iy ®
goal:
minimize J(w, b)
w,b
o ®

Stanford onLinE

simplified
fw(x) = WX b =
e
O O
w f
, m L
JW) =5 (ful(x®) = y O
=1
&uu X
minivmize_]_(v_v)

@ Deeplearning.Al
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— £, (%) J(w)
(for fixed w, function of x) (function of w)
input parameter
3T fw 3T
~—/
2 + 2 +
@ w=1 @ J(1)=0
1 T)-) HOEY 1T
f(X)=y 2
0 : : H——t—-
_1 0 L 2 3 -050.@15225
/_W
ﬂ_) 2m7(fw(x(‘)) y®)? =2mz(wx(‘) y®)? =%(02 +02 402 )=0

i=1 (L)
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fw(x) J(w)

(function of x) (function of w)
3T X fw () 3T
2 +
J(wy) ¢
1 ..
X
H—————
05(0)05 1 1.5 2 25
m=3 w

|
J(0.5) = ‘9_’—"{_’;(0.5-1)1+ (1-2) + (1.5 —3)2] :{E@B.S] - ééi ~0.58
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fw(x) — J(w)

(function of x)

2 @@@G)D 15 2 25

\ £(xy=-0.5X
JO) = 55 (1727 37 )= ] =23 how 4o choose. w?
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J(w)

(function of w)

goal of linear regression:

minimize J(w)
w

general case: J(w)

minimize J(w, b)
w,b

Ho— ——
@@@G)D 15 2 25

choose w o minimize J(w)

Stanford onune @ Deeplearning.Al Andrew Ng
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Model fwp(x) =wx +Db
W

Parameters w, b

m
1 . .
Cost Function  J(w,b) = ﬁz(fw,b(x(l)) — y)2
i=1

Objective mirégrglize J(w, b)
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fup J

——

(function of x) (function of w,b)

500 %

400

.. 300
pricein
$1000's

200

0 1 1 1
i 0 1000 2000 3000 W, b
‘ size in feet?
/fup () = 0.06x + 50 |
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3D surface plot

J(w, b)

[You can rotate this figure]

800 —

700 —

Al+ernatiye
contour Plo‘(’

600 —

—~ 500 =
o

§4007

300 —
200 ~

100 —
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Legend

C - &» Contour
9 Mount Fuji

Google Earth

Image Landsat /iCopernicus
Data SI0, MOAL 1.5 ey, NEGE, GEBCO
DetaJapan Hydrographic Associstion
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Legend

/ &» Contour
4 Mount Fuji
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]

f - - - - -
100 w, b 1000 click within this plot to add points
600
:x *
500 - " X, X
400 - x
X X
price in 300 - XX *‘)g*!ggx" % N
’ % £H N
$1000's . , B . NN
2504 ! ! |
100 N : S
o -5001! | :5qm <
kol
~100 =7501] N
r 0
—200 T T T T —1000 lv - T T
0 1000 2000 3000 4000 -04  -02 0.0

size in feet? J w w

you can rotate this figure
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F00

60
500 X "
400 % o

price in 300 - XX *‘);2?2‘ %

$1000°s 54, | x:gg« T
Ty = 0155800
slope
~200 1000 2000 3000 4000

size in feet?

Stanford onLinE

fw, b

/

J
click within this plot to add points

1000

750 1

500 +

250 +

—250 A

—500 +

=750 1

—1000

04  -02 0.0 0.2 0.4

you can rotate this figure
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J

o fw.b 1000 cI|c‘~I‘< WJEF\\TthIS plot to add points
600 - Xy x 750 ) o

X X
el x XX 500 -

400 . reo |
price in 300 1 s *‘g‘% %
$1000's 590 - R

100 - * -F()Q‘:Ox' +360 —2307

b

1%

o
L

i —500 -
~100 - =750 1
—200 T T T T -1000
0 1000 2000 3000 4000
size in feet? J W

you can rotate this figure
| |
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J

f - 0 0 - -
—_ w, b 1006 cllck W'(/t,h\'f‘ thls plot to add points
600 - i R
X - P 750 R P,
500 A & % 500 === A \.‘
400 1 - 500
price in 300 - 4 5
$1000s 500 -
-250 -
100 A
04 -500 -
~100 - ‘RX.) = 0.5 + [Neole) ~750 1
-200 : : . : -1000 : . ; : :
1000 2000 3000 4000 -04  -0.2 0.0 0.2 0.4
size in feet? J w

you can rotate this figure
|

N e |

gotl

J(w, b)
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J

700 1000 -Click W|th|n thlS plot to add points
0001 750 | G, S
500 e
400 2501 7] \
price in 300 - -
$1000's 5 -
100 - —250 A
~500 -
0 _(_’ ), 0O ‘ + ‘
100 - ( x ¢ 3 x: 7 .
200 . . : : -1000 :
0 1000 2000 3000 4000 -04  -02 0.0 0.2 0.4
size in feet? J ",

you can rotate this fi{gure
| o [ ~: |

831

— L ~ |
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_ for linear reg ression
Have some function J(w,b) ¢ any fvaction

Want min/(w, b)
W,b —_—

P

Wl’m___,lvrvln,b J(wy, wy, o, Wy, b}

Y

Qutline:
Start with some w, b (set w=0, b=0)

Keep changing w, b to reduce J(w, b)

Until we settle at or near a minimum ]lu
May have >2 minimum

Stanford onune @ Deeplearning.Al Andrew Ng



9 raclient descent

Jw,b)
not squared, | . 5
error Cast o4
not linear 3=

09

reg ression

Stanford onLiNE

o8

local minimen

@ Deeplearning.Al
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Gradient descent algorithm  Assignment | Truth assertion
Repeat until convergence a=C a=C
I : \ Learning rate — B
_@_@ UJ-'@ :Jdl;) j(w,[a Derivative o=+l AT Ot
byt_/ ) T b Simultaneously Code Math
._,K‘_E'OSJE (w’ ) update w and b J==c
Correct: Simultaneous update Incorrect
d } — d
tmp_w —«a E J(w, b) tmp.w =w — a% J(w, b)
0 _
iy b= b — aj(wb) D=tmpw &3 =
w = tmp_w tm _b=b—a%] ,b)
b = tmp_b b=tmp_b
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Gradient descent algorithm

repeat until conyergence o
'leau"V\?'\S rete 0 { derivective ](W) 0
W=Ww — —(Wb)</ w=w-—-—a—J(w)

b—b—a—](w b)
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w =w ~0L5Q‘FJI(WD
70

w =w — a - (positive number)

w=w — a - (negative number)

/l\
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N
d
v _@EJ(W) minimum
. J(w) ’
>
w

If a is too small...
Gradient descent may be slow.

If a is too large...
. Jw)
Gradient descent may:
- Overshoot, never reach minimum

- Fail to converge, diverge

minimum

Stanford onune @ Deeplearning.Al Andrew Ng



J(w) \J/ /SIOP&:O

local minimum

>

[ 1
W |
current value of w 5 5-0.1°0

W=W—CZ°8
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Can reach local minimum with fixed learning rate

J— . smaller X

~——— ™ notas large

—d N J(w)
w=w—a——[(w large
g/
N \/— — &
Jw)
Near a local minimum, x
- Derivative becomes smaller
- Update steps become smaller X
Can reach minimum without - >
N w

decreasing learning rate < -
minimum
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Linear regression model Cost fmetion
. m

1 . :
fwp(X) =wx +b Jw,b) = ﬁ;(fw,b (x@) — yW)?
o
Gradient descent algorithm
repeat until convergay:e { ..

NexT Stide
s optional |
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(Optlonal)c)

®
@](W )= c)w?_lrr\i (t) fj ) szi UU (L)+b lj(t.))
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Gradient descent algorithm

4 J(w,b)
repeat until convergence {
w=w-a Z(&v,b (x) = y®) x@ | Update
At ¢ wandb
b=b—u E(fwb(x(i)) _ y(i))\ simultaneously
' J
. ‘)
| STty b
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More than one local minimum

Jw, b)
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squared error cost

Andrew Ng
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fw,p(size) J(w, b)

rltlv lann T o= ost: 77237
800 - (}') = O“ X + ‘100 750 - 3 ‘ b = qUO
° 0 NN
250 - N N
o 600 - N
price in Q 0 - \\ _
$1000s NN
400 - —250 \3\\
:gE % —500 -
200 1 e ;;ZZ_ W==0,\
0 1000 2000 3000 4000 5000 04 -02 00 02 04
size in feet? ](W, b) ¥

J(w,b) 931
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fw p(size) o)

el
600 A
price in
$1000's
400 -
200 A
T T T T T T 1000 T : I : I
0 1000 2000 3000 4000 5000 -04 -02 00 02 04
o , ¥
size in feet ](W, b)
1 | T
= — |
m —
()]
)
g
=
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fwp(size) J(w, b)

J(w, b) 91
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fwp(size) J(w, b)

800 -
600
price in
$1000's
400 -
200
T ] ) T T T T 1000 T T T T T
0 1000 2000 3000 4000 5000 -0.4 -0.2 0.0 0.2 0.4
. . 2 w
size in feet ](W, b)
= e [
o
o
)
N
=
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£ w,b (size)

800 -

600 -
price in
$1000’s
400
200 A
T T T T T T 1000 T T l T T T
0 1000 2000 3000 4000 5000 -0.4 -0.2 0.0 0.2 0.4
. . 2 w
size in feet ](W, b)

J(w, b) 91
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£ w,b (size)

800 -
600
price in
$1000's
400 -
200 % i
T ] ) T T T T 1000 T T T T T
0 1000 2000 3000 4000 5000 -0.4 -0.2 0.0 0.2 0.4
. . 2 w
size in feet ](W, b)
= e [
o
o
)
N
=
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£ w,b (size)

800 -
600 - \
price in '\
$1000’s }
400 - !
i
%
200 - [
T ] ) T T T T 1000 T T - T - T T
0 1000 2000 3000 4000 5000 -0.4 -02 0.0 0.2 0.4
. . 2 w
size in feet ](W, b)
= e [
o
o
Q
s
=
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£ w,b (size)

800 -
600
price in
$1000's
400 -
200 %
0 1000 2000 3000 4000 5000
. )
size in feet ](W, b)
= o . [
o
o
)
N
=
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Q-W,b (size)

800 -

600 -
price in Q
$1000's 400 -

dhsow |
1250
o -

|

|

I

|

|

|

I

|

T T T T T T T :
0 1000 2000 3000 4000 5000 -04 -0.2 0.0 0.2 0.4
. . 2 w

size in feet ](W, b)

J(w, b) 91
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“"Batch” gradient descent _

other gradient

"Batch”: Each step of gradient descent ...+ cubsets

uses all the training examDIes
X y m = ‘+?

. size in feet? price in $1000’s z(f b (x(l)) y(l))z
f@ 2104 400

(2) 1416 232

(3) 1534 315
{(4) 852 178

@ 3210 870
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