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Abstract— Modern NVIDIA GPU architectures offer
dot-product instructions (DP2A and DP4A), with the aim of
accelerating machine learning and scientific computing applica-
tions. These dot-product instructions allow the computation of
multiply-and-add instructions in a single clock cycle, effectively
achieving higher throughput compared to conventional 32-bit
integer units. In this paper, we show that the dot-product
instruction can also be used to accelerate matrix-multiplication
and polynomial convolution operations, which are widely
used in post-quantum lattice-based cryptographic schemes.
In particular, we propose a highly optimized implementation
of FrodoKEM wherein the matrix-multiplication is accelerated
by the dot-product instruction. We also present specially
designed data structures that allow an efficient implementation
of Saber key-encapsulation mechanism, utilizing the dot-product
instruction to speed-up the polynomial convolution. The
proposed FrodoKEM implementation achieves 4.37× higher
throughput than the state-of-the-art implementation on a
V100 GPU. This paper also presents the first implementation
of Saber on GPU platforms, achieving 124,418, 120,463,
and 31,658 key exchanges per second on RTX3080, V100,
and T4 GPUs, respectively. Since matrix-multiplication and
polynomial convolution operations are the most time-consuming
operations in lattice-based cryptographic schemes, we strongly
believe that the proposed methods can be beneficial to other
KEM and signatures schemes based on lattices.

Index Terms— Post-quantum cryptography, dot-product, poly-
nomial convolution, matrix-multiplication, graphics processing
unit, FrodoKEM and Saber.
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I. INTRODUCTION

IN 2016, the National Institute of Standards and Technol-
ogy (NIST) initiated a standardization process to select

public-key encryption algorithms [1], both key-encapsulation
mechanism (KEM) and digital signature schemes, that are
resistant to quantum computing attacks. This is an appro-
priately timed response to the threat of quantum computers
that can break existing public key cryptographic algorithms.
This standardization process has stimulated a lot of inter-
est in the post-quantum cryptography (PQC) with a focus
on improving the security of PQC algorithms and the per-
formance of their implementations. Currently, the standard-
ization process is in the third round, where 15 candidates
have been selected [1] out of 69 submissions from the
first round. Among these 15 third round candidates, seven
of them are based on lattice hard problems. One of the
main performance bottleneck in lattice-based cryptography is
the polynomial convolution or matrix multiplication. Some
schemes, e.g., Kyber [2] and Dilithium [3], are based on
special ring structures that allow the polynomial convolution
to be computed efficiently using Number Theoretic Transform
(NTT). However, other schemes that do not have such a ring
structure, e.g., FrodoKEM [4] and Saber [5], require care-
fully designed implementations in order to achieve reasonably
fast performance.

GPUs are a massivley parallel computing architecture which
are used for dedicated graphics processing. However, such
parallel architecture can also be exploited for speeding up par-
allel non-graphics computation. Due to this reason, GPUs are
widely used to speed-up algorithms in various domains includ-
ing deep learning [6] and healthcare [7]. Recently, there have
been several attempts on utilizing GPUs for implementing
cryptographic algorithms. For instance, attempts to accelerate
homomorphic encryption using GPUs were presented by Al
Badawi et al. [8]. Besides that, GPUs have also been used to
implement symmetric-key cryptographic algorithms [9], [10],
achieving high throughput.

Since the commencement of NIST standardization process,
there have been some research works that explore the possibil-
ity of accelerating PQC with GPUs. One of the most notable
works was presented by Sun et al. [11], where the authors
exploit the parallel architecture of a GPU to implement the
tree structure of the SPHINCS signature scheme. However,
SPHINCS was not selected to the third round of the NIST
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standardization process. Gupta et al. [12] presented a com-
prehensive benchmark of FrodoKEM, NewHope, and Kyber
KEMs on various GPU platforms. Recently, Lee et al. [13]
and Gao et al. [14] also provided high throughput implemen-
tations of Kyber and NewHope KEM on GPUs. These prior
works are able to achieve a high throughput implementation by
using GPU as an accelerator, but they only focus on algorith-
mic parallelization and low level optimization, without using
the advanced features found in modern GPU architectures.

A. Motivations

In a recent work, Lee et al. [15] introduced some tech-
niques to compute polynomial convolution and matrix-
multiplication using tensor core in GPUs. The key idea is
to pack many polynomials into a matrix form and compute
them efficiently using the tensor core in a GPU. Although
performance improvements are impressive, this technique [15]
can only achieve its full benefit if the usage of non-ephemeral
key is permitted. Moreover, it relies on fast tensor core that
supports half precision, which implies that it cannot be used by
lattice-based cryptography schemes that have a large modulus
(q > 2, 048). Note that most of the finalists in NIST PQC [1]
have large modulus q > 2, 048. In particular, FrodoKEM
(q = 32, 768 or q = 65, 536) and Saber (q = 8, 192 and p =
1, 024) cannot benefit from the tensor-core-based solution.
In this paper, we fill this research gap by proposing novel
implementation techniques using dot-product instructions on
GPUs, which can be applicable to larger modulus sizes.

Dot-product is a widely used operation found in many
different algorithms. Due to this reason, many research works
have been devoted to design specific hardware for dot-product
computation [16], [17], aimed towards providing a faster and
more energy efficient implementations. The popular processor
architecture like ARM has released special instructions [18]
to handle dot-product operation. Unsurprisingly, NVIDIA also
introduced DP4A and DP2A dot-product instructions into
its Pascal architecture GPU [19]. The DP2A instruction is
particularly useful in computing polynomial convolution and
matrix-multiplication found in FrodoKEM and Saber KEM,
which are NIST PQC Round-3 candidates. However, utilizing
dot-product instructions to compute these operations in parallel
is not straightforward. Naïve implementations could lead to
serious overhead in loading/storing intermediate results.

B. Contributions
This paper is the first implementation that utilizes the

dot-product instruction in GPU architectures to accelerate
lattice-based cryptography. Proposed techniques can achieve
a higher performance on various modern GPU architectures
compared to other state-of-the-art works that only rely on con-
ventional 32-bit integer units. We summarize our contributions
below:

1) We propose a highly optimized technique for matrix-
multiplication implementation on GPU. We use the
DP2A instruction to speed-up dot-product operations
between two matrices. The proposed technique is able to
accelerate the matrix-multiplication up-to 1.37×, 1.83×,
and 1.58× compared to the existing implementations

with conventional 32-bit integer units, i.e., without dot-
product instructions, on RTX3080, V100, and T4 GPUs,
respectively. This dot-product aided technique has been
applied to FrodoKEM, i.e., DPFrodo, achieving a 4.37×
speed-up compared to the state-of-the-art implementa-
tion of FrodoKEM [12] on a V100 GPU platform.

2) In this paper, we present the first optimized implemen-
tation of Saber on GPUs using 32-bit integer units.
To further improve the performance, we also incor-
porate the dot-product technique. We found that the
polynomial convolution in Saber requires the coefficients
to be read in a cyclic form. A naive implementation
of parallel polynomial convolution using dot-product
instruction introduces excessive conditional statements,
which is far from efficient. To overcome these prob-
lems, we proposed a novel data structure that reduces
conditional statements and allow fully coalesced global
memory access. When applied to the polynomial con-
volution, i.e., matrix-vector multiplication, in Saber,
the proposed technique with dot-product instructions
can achieve up-to 1.63×, 1.28×, and 1.54× higher
throughput compared to the proposed implementation
using 32-bit integer units, i.e., without dot-product
instructions, on RTX3080, V100, and T4 GPUs, respec-
tively. The dot-product aided technique was applied to
Saber (DPSaber) parameter set with N = 256 and l = 3,
and the achieved key exchange throughputs are 124,418,
120,463, and 20,225 on RTX3080, V100, and T4 GPUs,
respectively.

3) The proposed dot-product aided techniques are suitable
to be used in lattice-based cryptographic schemes that
cannot leverage the NTT directly to speed-up the poly-
nomial convolution. It is also beneficial for schemes
that utilize a larger modulus (2, 048 < q ≤ 65, 536),
which cannot be achieved by the tensor-core-based
solution proposed by Lee et . [15]. Proposed DPFrodo
and DPSaber implementations support both ephemeral
and non-ephemeral key usage, which is more flexible
compared to Lee et al. [15]. It supports high throughput
KEM, which is beneficial to conventional client-server
based Internet communication, as well as the emerging
Internet of Things (IoT) applications.

In our implementations, all the computations in encapsula-
tion and decapsulation are executed on the GPU device. All the
implementations discussed in this paper are available publicly
at https://github.com/benlwk/DPCrypto.

II. BACKGROUND

In this section, we provide a brief introduction to the
selected lattice-based cryptographic schemes, i.e., FrodoKEM
and Saber, and the related hard problems. For more details,
we refer to the very detailed specification documents [4], [5] of
these two schemes. Following this, we also present a summary
of key features in modern NVIDIA GPU architectures.

A. FrodoKEM

FrodoKEM is a lattice-based KEM that relies on the hard-
ness of learning with errors (LWE) problem [20]. It was

Authorized licensed use limited to: Gachon University. Downloaded on June 13,2022 at 23:51:04 UTC from IEEE Xplore.  Restrictions apply. 



This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination.

LEE et al.: DPCrypto: ACCELERATION OF PQC USING DOT-PRODUCT INSTRUCTIONS ON GPUs 3

firstly introduced as a key exchange protocol in [21] and
later on developed into a KEM for submission to the NIST
standardization process. FrodoKEM was selected as an alter-
nate candidate in Round-3 of NIST PQC standardization.
The main performance bottleneck in FrodoKEM is the matrix
multiplication [22], wherein the matrix elements are Zq .

B. Saber

Saber [5] is a lattice-based KEM which is based on module-
lattices. Unlike most other lattice-based cryptosystems, the
security of Saber is based on learning with rounding prob-
lem [23] rather than the learning with errors [20]. The
advantage of the former over the later is that the error term
is generated inherently due to rounding in the former case
whereas it needs to be added explicitly in the later case.
This results in lesser requirements of pseudo-random numbers
which leads to better efficiency than other schemes. Saber
is a one of four finalist candidates in the KEM category
of the NIST’s standardization procedure. Similar to other
lattice-based KEM schemes, it has been shown that the poly-
nomial multiplication is the most computationally expensive
component [24]–[27] of Saber. The polynomial multiplication
in Saber is used to compute the matrix-vector multiplication
and inner product. Unlike FrodoKEM, Saber operates over
quotient ring Rq = Zq [X]/(Xn + 1).

C. Overview of NVIDIA GPU Architectures

1) CUDA Programming Model: A GPU hardware has
multiple execution units named Streaming Multiprocessors
(SMs), where each SM hosts hundreds of CUDA cores.
For instance, the RTX3080 is an Ampere architecture GPU
with 68 SMs, each SM consists of 128 cores. CUDA is
the Software Development Kit released by NVIDIA to ease
programming of GPU for general purpose computing. Under
the CUDA programming model, multiple threads are grouped
into a block, where multiple blocks form a GPU grid. This
relationship is illustrated in Figure 1, where each thread and
block can be indexed individually for parallel computing.
NVIDIA GPUs grouped 32 threads into one warp in order
to allow efficient instruction scheduling and memory access.
Warp divergence occurs if threads within a warp do not execute
the same path, which may have serious performance penalty.
In the subsequent presentation, we refer tid as unique the ID
for parallel threads within a block.

2) Memory Hierarchy: There are two types of GPU memory
in general, which has a huge difference in performance: on-
chip and off-chip memory. Global memory is essentially the
DRAM, i.e., off-chip memory, which is large in size but slow
in performance. The use of global memory is unavoidable in
most of the situations, as one needs to share the data between
the CPU and GPU. To achieve a high performance in global
memory, the read/write must be performed in contiguous
memory locations. This allows the memory access to be
performed in burst mode in DRAM. Shared memory is only
accessible by threads within the same block, but it is a user-
managed cache, which has better performance compared to
global memory. Register is the fastest memory in a GPU; it has
a very limited size, e.g., 64K words per SM for the RTX3080.

Fig. 1. Relationship between grid, block, warp, and thread in CUDA.

Fig. 2. Dot-product instructions in NVIDIA GPU.

3) Dot-Product Instructions: Dot-product instructions were
first introduced into Pascal architecture, i.e., compute capabil-
ity 6.1, and they have been supported in the subsequent GPU
architectures. Referring to Figure 2, there are two versions
of dot-product instructions in NVIDIA GPUs. DP4A supports
4-way dot-product operations on four 8-bit inputs, where the
result is accumulated on a 32-bit integer. Similarly, DP2A
allows 2-way dot-product operations on two 16-bit inputs
with another two 8-bit inputs; the result is also accumulated
on a 32-bit integer. The two 8-bit inputs comes from either
the first or the last two bytes (see DP2A (hi) and DP2A
(lo) in Figure 2). Both versions support signed and unsigned
operands.

D. Related Work

Efficient implementation of PQC on various platforms is
an emerging research area in the past decade. For instance,
Seo et al. [28] presented an optimized implementation of
SIKE on ARM processor. Zhu et al. [29] shows that Karat-
suba algorithm can be used to design a high-speed multiplier
hardware architecture for Saber KEM.

The first FrodoKEM implementation on GPU was pre-
sented by Gupta et al. [12]. Authors utilized single mode to
compute FrodoKEM, wherein multiple blocks and multiple
threads cooperatively execute algorithms on a GPU. This
involves the use of atomic instructions to avoid data hazard
introduced by parallel read/write from different blocks. They
also proposed a tiling technique to compute the matrix-matrix
multiplication, efficiently. However, their implementation does
not show high throughput performance, due to high amount of
atomic instructions. Moreover, FrodoKEM can be computed
by using 16-bit coefficients, but Gupta et al. [12] only utilized
the 32-bit integer units, which is not an optimal choice.

Another two notable works published recently are from
Lee et al. [13] and Gao et al. [14]. These works showcased
high throughput implementations of Kyber and NewHope
KEM on GPU platforms, which relies on the use NTT [30].
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Fig. 3. Parallel implementation of matrix multiplication in FrodoKEM.

However, these works also do not use advanced features, e.g.,
dot-product instructions, found in modern GPU architectures.

III. GPU IMPLEMENTATION TECHNIQUES

In this section, we present details of our GPU imple-
mentation techniques targeting two selected lattice-based
cryptographic schemes. We believed that our methods are
applicable to other lattice-based cryptographic schemes with
small appropriate changes.

A. Highly Optimized (INT32) and Dot-Product
Aided (DPFrodo) Matrix Multiplication
Implementations of FrodoKEM on GPUs

Matrix multiplication is one of the most time consuming
operations in FrodoKEM. Referring to Figure 3, the matrix
multiplication in key-encapsulation and decapsulation involves
a rectangular matrix, i.e., N × N �, and a square matrix, i.e.,
N × N . This can be implemented on a GPU through the
following steps described in Algorithm 1. The matrices out,
A and s are initially stored in the global memory. Firstly,
N values are loaded in parallel from the matrix A (line 5).
Next, the algorithm executes k loop (lines 6 ∼ 8), wherein
values from public matrix A are multiplied with a value from
secret matrix s, and then added to results in matrix out. Same
steps are repeated for N times to complete the j loop in
lines 4 ∼ 9. This process is also illustrated in Figure 3,
in which highlighted portions represent the parallel execution
of lines 4 and 6 on a GPU. Note that in line 6, the results of
multiplications are accumulated on matrix out, which is stored
in the global memory. This naïve implementation causes a lot
of read/write into the global memory, seriously limiting the
performance of implementation on a GPU.

A closer look into FrodoKEM reveals that the parameter
N � is small, e.g., N � = 8 across all three proposed parameter
sets, compared to parameter N [4]. Hence, it is possible to
fully unroll the k loop in Algorithm 1. Algorithm 2 shows
this improved implementation technique. By doing this, we can
compute eight multiply-and-accumulate (MAC) operations in
one iteration of j loop, and store all the intermediate results
in registers sum0 to sum7. This allows us to exploit the use
of fast registers and avoid excessive read/write to the slow
global memory when computing the MAC operations. This
highly optimized matrix multiplication technique relies on
INT32 to perform the matrix multiplications and accumula-
tions. We applied this technique to the GPU implementation
of FrodoKEM.

Next, we explore how to improve the INT32 version of
matrix multiplication using dot-product instructions. Referring

Algorithm 1 Parallel Matrix Multiplication in FrodoKEM
1: procedure MAT_MUL_AND_ADD(out, A, s)
2: sum = 0;
3: for ( j = 0; j < N; j + +) do � N × N � is the size of

matrix
4: load_a = A[j × N + tid];
5: for (k = 0; k < N’; k + +) do
6: out[k × N + tid] += load_a × s[k × N + j ];
7: end for
8: end for
9: end procedure

Algorithm 2 Unrolled Parallel Matrix Multiplication in
FrodoKEM
1: procedure MAT_MUL_UNROLL(out, A, s)
2: sum0 = 0, sum1 = 0, sum2 = 0, sum3 = 0;
3: sum4 = 0, sum5 = 0, sum6 = 0, sum7 = 0;
4: for ( j = 0; j < N; j + +) do
5: load_a = A[j * N + tid];
6: sum0 += load_a × s[ j ]; � Unroll 8 times (N’)
7: sum1 += load_a × s[1 × N + j ];
8: sum2 += load_a × s[2 × N + j ];
9: sum3 += load_a × s[3 × N + j ];

10: … � Removed for brevity
11: end for
12: out[tid] = sum0; � Unroll 8 times (N’)
13: out[1 × N + tid] = sum1;
14: out[2 × N + tid] = sum2;
15: out[3 × N + tid] = sum3;
16: … � Removed for brevity
17: end procedure

Algorithm 3 DPFrodo: Packing the Matrix s
1: procedure PACK_MAT_S(spacked , s)
2: for (i = 0; i < N’; i + +) do � N’ is 8 for FrodoKEM
3: spacked [i × N/2 + tid].x = s[i × N + 2 × tid];
4: spacked [i × N/2 + tid].y = s[i × N + 2 × tid + 1];
5: end for
6: end procedure

to Table I, the modulus q is either 32,768 or 65,536. This
implies that the matrix multiplications and accumulations can
be carried out entirely on a 16-bit variable without causing
any errors. Note that the matrix A was originally stored in
column major order after the random sample generation using
AES or SHAKE [4]. To perform matrix-matrix multiplication,
matrix A is read in a row major order; this is illustrated in
Figure 4. When the proposed DPFrodo is used, two matrix
elements are packed into one register, which can be indexed
as x or y component. To access these packed elements in
Matrix A, even-indexed threads load only x components,
while odd-indexed threads load only y components. For the
smaller Matrix s (see Algorithm 3), the packing is more
straightforward.
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TABLE I

OVERVIEW OF FRODOKEM [4] AND SABER [5] PARAMETERS

Fig. 4. Parallel implementation of matrix multiplication in FrodoKEM.

The proposed parallel matrix-matrix multiplication in
FrodoKEM using the dot-product instruction is detailed in
Algorithm 4. Similar to Algorithm 2, the matrices out, A and s
are initially stored in the global memory. The j (lines 4 ∼ 20)
loop is executed to accumulate the results of matrix multiplica-
tion. In each iteration, even-index threads load x components
of matrix A (lines 5 ∼ 7), while odd-index threads load y
components (lines 8 ∼ 10). This follows by multiplications
between matrix A and s (lines 12 ∼ 19), which is fully unrolled
by N � = 8×. The accumulations are performed on registers
sum0 to sum7 to exploit their fast read/write speed. Finally,
results are stored in the output array (lines 21 ∼ 25). Note that
the j loop in Algorithm 4 is now reduced by half compared to
Algorithm 2, due to the use of dot-product instructions (DP2A)
that computes two 16-bit MACs in one cycle.

B. The First Optimized (INT32) and Dot-Product
Aided (DPSaber) Polynomial Convolution
Implementations of Saber on GPUs

The most time consuming operation in Saber is the polyno-
mial convolution [27], [31], which is detailed in Algorithm 5.
The j loop (lines 2 ∼ 10) iterates through all coefficients in
the polynomial; in each iteration, there is another i loop to
accumulate intermediate results (lines 4 ∼ 9).

Figure 5a shows a simple example of parallel polynomial
convolution on a GPU, where the polynomial length N = 8.
Since each thread can perform the multiplication and accumu-
lation independently, this technique is considered efficient for
the GPU implementation. Recently, Lee et al. [15] proposed
an improved version of this technique, wherein MAC opera-
tions are represented in a matrix form and computed entirely
on tensor cores. However, it only support the polynomial

Algorithm 4 DPFrodo: Parallel Matrix Multiplication in
FrodoKEM With Dot-Product Instruction
1: procedure MAT_MUL_AND_ADD_UNROLL(out, A, s)
2: sum0 = 0, sum1 = 0, sum2 = 0, sum3 = 0;
3: sum4 = 0, sum5 = 0, sum6 = 0, sum7 = 0;
4: for ( j = 0; j < N/2; j + +) do
5: if tid%2 == 0 then
6: load_a.x = A[ j ∗ N + tid/2].x ;
7: load_a.y = A[ j ∗ N + N/2 + tid/2].x ;
8: else
9: load_a.x = A[ j ∗ N + tid/2].y;

10: load_a.y = A[ j ∗ N + N/2 + tid/2].y;
11: end if
12: sum0 +=load_a.x × s[ j ].x + load_a.y × s[ j ].y;
13: sum1 +=load_a.x × s[1 × N + j ].x+
14: load_a.y × s[1 × N + j ].y;
15: sum2 +=load_a.x × s[2 × N + j ].x+
16: load_a.y × s[2 × N + j ].y;
17: sum3 +=load_a.x × s[3 × N + j ].x+
18: load_a.y × s[3 × N + j ].y;
19: … � Unroll 8 times (N’). Removed for brevity
20: end for
21: out[tid] = sum0;
22: out[1 × N + tid] = sum1;
23: out[2 × N + tid] = sum2;
24: out[3 × N + tid] = sum3;
25: … � Unroll 8 times (N’). Removed for brevity
26: end procedure

convolution for lattice-based schemes that utilize small mod-
ulus, q ≤ 211. Hence, it is not suitable to be used in Saber.

Referring to Table I, the modulus q of Saber parameter
sets is always 8,192. Considering the Saber parameter set,
coefficients of small polynomial (b) is in the range of −4 to
+4, which can be conveniently represented in an 8-bit variable.
Coefficients of polynomial (a), range from 0 to 8,191, can
fit into a 16-bit variable. Referring to Figure 2, the DP2A
instruction can be used to compute the dot-product operation
between a pair of 16-bit/8-bit values. Hence, we can pack
two 16-bit and two 8-bit coefficients into the respective 32-bit
registers, then perform a series of dot-products to compute
the polynomial convolution in Saber. Since each polynomial
coefficient is packed into a 32-bit register with x and y
components, loading these coefficients in parallel is a non-
trivial task. In addition, the polynomial a is loaded in a cyclic
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Algorithm 5 Nega-Cyclic Polynomial Convolution
1: procedure SCHOOLBOOK_POLY_CONV(out, a, b)
2: for ( j = 0; j < N; j++) do � N is the length of

polynomial
3: sum = 0;
4: for (i = 0; i < j+1; i++) do � Accumulation
5: sum = sum + a[ j − i ] × b[i ];
6: end for
7: for (i = 1; i < N-j; i++) do � Subtraction
8: sum = sum − a[ j + i ] × b[N − i ];
9: end for

10: out[ j ] = sum; � out: array to store the results
11: end for
12: end procedure

Fig. 5. Comparison of the proposed methods for polynomial convolution
in Saber, (a) parallel implementation with int 32-bit integer units, (b) naïve
implementation with DP2A instruction.

form, which is less straightforward compared to the case in a
matrix-multiplication.

A detailed illustration of this problem is shown in Figure 5b.
Considering thread 2 (T2), it is reading the x component from

Fig. 6. Proposed packing method for polynomial convolution in Saber.

a1 in the first iteration (i = 0), but it loads the y component
from a0 in the next iteration (i = 1). This inconsistency in
the array index and component to be loaded exists in all
even-index threads. Odd-index threads, i.e., T1, T3, . . ., also
need to access a different component from even-index threads.
These access patterns cause many conditional statements in a
naïve GPU implementation, since each thread needs to decide
whether to read the x or y component and determine the
index to read the polynomial a. This problem is not found
in polynomial b, because it is always accessed in a sequential
and fixed manner.

In this paper, we propose a novel technique to pack the
polynomial a in order to avoid problems mentioned above.
A closer look into Figure 5b reveals that all even-index threads
are reading a different values, but they exhibit a cyclic pattern.
For instance, when i = 0, 1, T0 reads a0.x and a3.y; the same
pair of values are being read by T2, T4, and T6 at different
time (See bolded parts). Same patterns also apply to odd-index
threads. Due to this reason, we can pack the polynomial a into
two arrays to cater for these two different accessing patterns.
This is illustrated in Figure 6, in which the polynomial a is
packed into two different arrays (ArrayA1 and ArrayA2) for
parallel access. For instance, values a0 and a7 can be accessed
in ArrayA1[0].x and ArrayA1[0].y; values a5 and a4 can be
read from ArrayA2[2].x and ArrayA2[2].y.

Another important aspect in the implementation of parallel
polynomial convolution is that Saber employs a nega-cyclic
convolution, which needs to add or subtract the intermediate
results when the i loop progresses. Referring to Figure 7,
values to be added/subtracted are marked in black/blue colour
respectively. A close look into this pattern reveals that values
to be subtracted can be either the x or y component, depending
on the thread index and index i. For instance, considering
the case of odd-index threads, i.e., T1, T3, . . ., they need to
decide whether an addition or subtraction should be performed.
On the other hand, considering the thread T2, operations to be
performed are different when i = 0, i = 1, and i = 2, 3.
This happens to all other even-index threads, wherein there
is always three different operations to be performed. This is
because the value to be subtracted can be either stored on the
x or y component of the values. This also implies that the
implementation of parallel polynomial convolution in Saber is
more complicated compared to FrodoKEM, as there are more
conditional checking required.
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Fig. 7. Computing nega-cyclic polynomial convolution in Saber.

Algorithm 6 DPSaber: Parallel Polynomial Convolution in
Saber With Dot-Product Instruction
1: procedure POLY_CONV(out, A1, A2, b)
2: sum1 = 0, sum2 = 0;
3: _shared_ s_A1[tid] = A1[tid];
4: _shared_ s_A2[tid] = A2[tid];
5: _shared_ s_b[tid] = b[tid];
6: for (i = 0; i < N/2; i + +) do � N is the length of

polynomial
7: load_a = s_A2[(tid × (N/2 − 1) + i)%(N/2)];

� Processing the even elements.
8: if i > tid then
9: sum1 -= load_a.x × s_b[i ].x + load_a.y ×

s_b[i ].y;
10: else if i == tid then
11: sum1 += load_a.x × s_b[i ].x + load_a.y ×

s_b[i ].y;
12: sum1 -= load_a.y × s_b[i ].y + load_a.y ×

s_b[i ].y;
13: else
14: sum1 += load_a.x × s_b[i ].x + load_a.y ×

s_b[i ].y;
15: end if
16: load_a = s_A1[(tid + i × (N/2 − 1))%N/2];

� Processing the odd elements.
17: if i ≤ tid then
18: sum2 += load_a.x × s_b[i ].x + load_a.y ×

s_b[i ].y;
19: else
20: sum2 -= load_a.x × s_b[i ].x + load_a.y ×

s_b[i ].y;
21: end if
22: end for
23: out[tid × 2] = sum1;
24: out[tid × 2 + 1] = sum2;
25: end procedure

Detailed implementation steps are presented in Algorithm 6.
Firstly, packed polynomials are loaded into shared memory
to improve the accessing speed (lines 3 ∼ 5). Following
this, the algorithm loads a value from s_A2 and proceeds to

Fig. 8. Parallelization of the random samples generation.

compute the dot-product operation (lines 8 ∼ 15). To process
even-index threads, there are three different conditions, which
should to be checked (lines 8, 10, and 13). This corresponds
to problems explained in Figure 7 for even-index threads.
The computation for odd-index threads is simpler as we only
need to check the condition to perform an addition (line 17)
and subtraction (line 20). Note that each thread computes
one even and one odd element. This process is repeated for
N/2 times (line 6) to complete the entire convolution. Finally,
results of accumulations (sum1 and sum2) are stored into
the output array following respective odd and even positions
(lines 23 ∼ 24). With the proposed technique in Algorithm 6
the schoolbook polynomial convolution is mapped into a
series of parallel dot-product operations. This allows efficient
parallel polynomial convolution to be implemented on GPU,
improving the speed performance against the conventional
method that only uses 32-bit integer units.

IV. EXPERIMENTAL RESULTS

This section presents experimental results of FrodoKEM
and Saber KEM on various GPU platforms, which are com-
pared against the state-of-the-art works. Proposed algorithms
are implemented in C language under CUDA 11.2 SDK.
Performance was evaluated on two different platforms as
described in Table II. Platform A is a workstation equipped
with a Intel Core i9-10900K CPU and a RTX 3080 GPU.
Platform B is the Compute Canada platform (a national
computing grid) [32], which has a module configuration of
four CPU cores (Xeon Gold), 16-GB RAM, and a GPU. The
GPU can be configured as V100 or T4.

Our implementation offloads all the computations in encap-
sulation and decapsulation, including the pack/unpack process,
random sample generations and hashing, onto the GPU plat-
forms. Both FrodoKEM and Saber use SHAKE-128 [33] to
generate random samples, but FrodoKEM uses much more
random samples compared to Saber, so the implementation
strategy is also different. The implementation of SHAKE-128
is illustrated in Figure 8. In our FrodoKEM implementation,
we parallelized the SHAKE-128 algorithm in a coarse-grain
manner. We launched K GPU blocks and N/2 threads, wherein
each thread is performing its own SHAKE-128 to generate ran-
dom samples independently. This strategy does not require any
synchronization between threads, which is good for achieving
high performance in GPU implementation. On the other hand,
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TABLE II

EXPERIMENTAL PLATFORMS FOR PROPOSED IMPLEMENTATIONS

Algorithm 7 Encode Function in Saber
1: procedure POLT2BS(bytes, poly)
2: for (i = 0; i < N/2; i + +) do
3: cntb = i ;
4: cntp = 2 × i ;
5: bytes[cntb] = (poly[cntp]&0x0 f )|

((poly[cntp + 1]&0x0 f ) � 4);
6: end for
7: end procedure

we do not need to generate a lot of random samples for
Saber, so there may not be sufficient workload to fully exploit
the GPU resources. Hence, we parallelized SHAKE-128 in
a fine-grain manner in our Saber implementation, in which
32 threads cooperatively compute one SHAKE-128. This
strategy requires synchronization between threads to avoid the
potential data hazard [34], but it ensures that the GPU always
has sufficient workload to compute, which is a very important
aspect to ensure high performance on GPUs.

All other functions exhibit rich parallelism since they are
operated on polynomial/matrix. In this case, we follow the
fine-grain parallel approach, wherein one block consists of
multiple threads are used to complete one operation. For
instance, Algorithm 7 shows the encode function in Saber
that converts all the coefficients in a polynomial to bytes.
This operation is highly parallelizable, therefore we instantiate
N/2 threads to parallelize the for loop in line 2. Since these
functions are very lightweight, the fine-grain parallel approach
ensures that there is sufficient workload to fully exploit the
computational resources in a GPU.

We have selected FrodoKEM976 and Saber parameter sets
for performance evaluation, since both belong to the NIST
security category 3. To evaluate the throughput performance
under different batch sizes, many parallel blocks are initiated,
where the number of parallel blocks, K, varies. Each block
is responsible in computing one KEM. In each experiment, K
increases gradually to observe the achieved throughput, until
the performance saturates. We have also compared our results
with the AVX2 implementations of FrodoKEM and Saber on
CPU clock at 3.7 GHz. The source code are obtained from
the respective NIST submission package [4], [5] and compiled
without any modification. Note that these AVX2 implementa-
tions are highly optimized by the authors of FrodoKEM and
Saber. They are executed on a single CPU core throughout
our experiments. The main focus of this paper is to show that
we can exploit the dot-product feature in state-of-the-art GPU
architectures to accelerate many lattice-based cryptographic
schemes. However, dot-product instruction is not found in the
existing x86 processors. Hence, we do not optimize the AVX2

implementation on multiple cores as this is not the focus of
our work.

A. Evaluation of Proposed FrodoKEM Implementations
(INT32 and DPFrodo)

Table III shows the throughput of computing one matrix
multiplication in FrodoKEM using different implementation
techniques. Results show that DPFrodo is at least 1.3× faster
than the conventional implementation using integer unit, across
different K on various GPU platforms. Performance saturates
when K is relatively large (≥512), indicating that further
increasing the number of parallel blocks does not help in
improving performance anymore.

The proposed DPFrodo technique is applied to FrodoKEM
parameter set FrodoKEM976 to speed up the matrix multipli-
cation. Referring to Table IV, DPFrodo is able to produce
1.09× higher throughput for both RTX 3080 and V100,
and 1.07× for T4, against the conventional implementation
utilizing 32-bit integer units. Compared to the implementation
from Gupta et al. [12], which are considered state-of-the-art
results, the proposed implementation is able to achieve 4.37×
higher key exchange throughput on the same GPU (V100).
The DPFrodo key exchange throughput is also higher than
the AVX2 implementation by 6.59×, 3.65×, and 1.66×,
on RTX3080, V100, and T4 GPU platforms, respectively.

B. Evaluation of Proposed Saber Implementations
(INT32 and DPSaber)

In the Saber implementation, the polynomial convolution
is used to perform two types of operations: inner product
and matrix-vector multiplication. Table V shows throughput
achieved in the proposed implementation. Considering the
case of matrix-vector multiplication, when parallel blocks
K ≥ 256, DPSaber is able to achieve at least 1.13 higher
throughput across all GPU platforms. The similar performance
is also observed in the inner product, with exception of
V100, wherein the throughput is only high enough when there
K ≥ 1024. Overall, the speed-up gain by DPSaber in the
matrix-vector multiplication is more significant compared to
inner product. This is because the proposed DPSaber requires
some pre-computations to pack polynomials, which is a non-
trivial overhead. Hence, the memory to compute ratio has to
be large enough in order to capitalize benefits of dot-product
instruction. The matrix-vector multiplication is performing
more computations compared to the inner product, which
explains why it can achieve a more significant speed-up even
with a small K.

Table VI shows results of Saber KEM implementation on
several GPUs across various block sizes (K), compared against
the CPU AVX2 implementation. On RTX 3080 and V100,
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TABLE III

COMPARISON OF PROPOSED MATRIX-MATRIX MULTIPLICATION IMPLEMENTATIONS IN FRODOKEM976 BASED ON 32-BIT
INTEGER UNITS (INT32) AND DP2A (DPFRODO) INSTRUCTIONS

TABLE IV

COMPARISON OF PROPOSED FRODOKEM976 SCHEME IMPLEMENTATIONS BASED ON INT 32-BIT

INTEGER UNITS (INT32) AND DP2A (DPFRODO) INSTRUCTIONS

TABLE V

COMPARISON OF PROPOSED INNER PRODUCT AND MATRIX-VECTOR MULTIPLICATION IMPLEMENTATIONS IN SABER KEM BASED ON
INT 32-BIT INTEGER UNITS (INT32) AND DP2A (DPSABER) INSTRUCTIONS

DPSaber is able to achieve higher key exchange (KX/s) rate
compared to the conventional implementation using 32-bit
integer (INT32), when parallel blocks (K) are more than
256. On T4, DPSaber is better than INT32 for all cases
starting from K = 64. The best result was achieved when the
K = 768 or K = 512, where DPSaber is 1.09×, 1.02×, and
1.19× faster than INT32 implementation on RTX 3080, V100,

and T4 GPUs, respectively. The key exchange throughput
achieved by DPSaber implementation is 4.17×, 4.04×, and
1.06× higher than AVX2 implementation on RTX 3080, V100,
and T4, respectively.

The performance of our FrodoKEM and Saber implemen-
tation on various GPUs differs, which is mainly due to the
differences in clock frequency, memory bandwidth and the
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TABLE VI

COMPARISON OF PROPOSED SABER KEM IMPLEMENTATIONS BASED ON INT 32-BIT INTEGER UNITS (INT32) AND DP2A (DPSABER) INSTRUCTIONS

number of cores. Referring to Table II, RTX 3080 has a
higher number of cores and clock frequency among all GPUs,
so it is the best achieving candidate in our experiments.
Despite having lesser number of cores, the performance of
V100 is not far from RTX 3080, because it has a slightly
higher memory bandwidth. This also means that V100 can
deliver more data for computation compared to RTX 3080,
which can be an advantage. In GPU architecture, the warp
scheduler may stall the computation while it is waiting for
data from the memory. Hence, a higher memory bandwidth
can supply sufficient data for computation and reduce the
chances of stalls, effectively offsetting the disadvantages of
having lower number of cores. The performance in T4 is much
slower than the other two GPUs due to the lowest rank on
all these aspects. Although these three GPUs have a different
architecture, it does not seriously affect their performance in
our experiments. For instance, the matrix multiplication and
polynomial convolution heavily rely on the INT32 unit and
dot-product instructions, which has the same throughput for
Turing, Volta and Ampere architecture [19]. Similarly, these
three architectures also have the same number of warp sched-
ulers (four) [19], so the instruction scheduling performance
is almost similar. In conclusion, the architectural differences
may not be the main reason for the performance differences
in our implementation.

C. Bottleneck Analysis of the Proposed DPFrodo
and DPSaber

The DP2A instruction can perform two multiplications and
one accumulate operation in a clock cycle. Theoretically, the
speed up that we can gain from this should be 2× faster
than using the conventional 32-bit integer. However, there are
several factors that limits this gain, which is discussed in this
subsection.

1) Matrix-Matrix Multiplication in FrodoKEM: The pack-
ing and ordering of data into the format required by DP2A

instruction causes non-negligible overhead. For the case in
FrodoKEM, matrix A was originally stored in a column-major
format. To perform matrix-matrix multiplication, A is accessed
in a row-major manner, which requires additional effort in
packing two matrix elements from different memory locations
(refer to Figure 4). Moreover, the even-indexed threads are
accessing different memory locations compared with the odd-
indexed threads, causing a warp divergence effect. There are
two possible ways to eliminate these undesirable effects, which
we have experimentally verified to be inefficient.

1) Method 1: One can try to reorganize matrix A in a form
that is friendly to matrix-matrix multiplication (row-
major), removing the need to pack the matrix elements
for DP2A instruction. However, due to its large size,
rearranging matrix A is also a non-trivial task, eventually
harming the performance.

2) Method 2: Alternatively, one can also modify
Algorithm 4 to first perform the operations for all
even-indexed threads, then proceed to complete the
operations for odd-indexed threads. The steps are
demonstrated in Algorithm 8. This eliminates the warp
divergence issue, but it introduces significant impact
in performance. The number of parallel threads are
reduced by half, since the GPU kernel is computing
either only the even-indexed or odd-indexed part. This
reduces the parallelism achieved and affected the overall
performance. Besides, the computed values are stored
to the output array (lines 13 ∼ 14 and lines 25 ∼ 26)
twice in a non-coalesced manner.

Referring to Table VII, the matrix reordering in Method 1
takes up too much time, eventually nullifying all the benefits
from removing warp divergence. Similarly, Method 2 elimi-
nated the warp divergence effect through Algorithm 8, but the
performance is still slower than the proposed Algorithm 4.
Through these analysis, we believe that although Algorithm 4
exhibits warp divergence, it is still better than other techniques
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Algorithm 8 Method 2: Warp Divergence Free Parallel Matrix
Multiplication in FrodoKEM With Dot-Product Instruction
1: procedure MAT_MUL_AND_ADD_UNROLL(out, A, s)
2: sum0 = 0, sum1 = 0, sum2 = 0, sum3 = 0;
3: sum4 = 0, sum5 = 0, sum6 = 0, sum7 = 0;
4: Process even-indexed threads
5: for ( j = 0; j < N/2; j + +) do
6: load_a.x = A[ j ∗ N + tid/2].x ;
7: load_a.y = A[ j ∗ N + N/2 + tid/2].x ;
8: sum0 +=load_a.x × s[ j ].x + load_a.y × s[ j ].y;
9: sum1 +=load_a.x × s[1 × N + j ].x+

10: load_a.y × s[1 × N + j ].y;
11: … � Unroll 8 times (N’). Removed for brevity
12: end for
13: out[2 ∗ tid] = sum0;
14: out[1 × N + 2 ∗ tid] = sum1;
15: … � Unroll 8 times (N’). Removed for brevity
16: Process odd-indexed threads
17: for ( j = 0; j < N/2; j + +) do
18: load_a.x = A[ j ∗ N + tid/2].y;
19: load_a.y = A[ j ∗ N + N/2 + tid/2].y;
20: sum0 +=load_a.x × s[ j ].x + load_a.y × s[ j ].y;
21: sum1 +=load_a.x × s[1 × N + j ].x+
22: load_a.y × s[1 × N + j ].y;
23: … � Unroll 8 times (N’). Removed for brevity
24: end for
25: out[2 ∗ tid + 1] = sum0;
26: out[1 × N + 2 ∗ tid + 1] = sum1;
27: … � Unroll 8 times (N’). Removed for brevity
28: end procedure

TABLE VII

ANALYZING THE BOTTLENECK IN DPFRODO

to implement FrodoKEM matrix-matrix multiplication using
DP2A instruction.

2) Matrix-Vector and Inner Product in Saber: Consider-
ing the case in DPSaber, the main bottleneck of polyno-
mial convolution lies in the multiple conditional statements
(Algorithm 6, lines 8, 10, 13, 17 and 19). This introduces warp
divergence issue on GPU execution and eventually limited the
performance gain. However, these conditional statements are
unavoidable because each thread needs to select a different
components (x or y) from the packed polynomial and decide
to add or subtract from the intermediate results. This implies
that the computational pattern is slightly different for each
thread when it is executed in parallel, mainly caused by the
nega-cyclic convolution used in Saber. Unlike the case in
DPFrodo, we are unaware of any trivial methods to avoid the
warp divergence. Despite the warp divergence issue, DPSaber
can still benefit from the dot-product instruction if the number
of parallel blocks (K) is sufficiently large.

3) Performance Breakdown and Discussions: Table VIII
shows the breakdown of the main computations in FrodoKEM

and Saber when they are implemented on CPU and GPU
platforms. We can observe that majority of the computa-
tions in FrodoKEM (for both GPU and CPU) are attributed
to the random samples generation, which is done through
SHAKE-128 algorithm. After extensive optimization using the
proposed dot-product technique, matrix multiplication is no
longer the main bottleneck. Optimizing the serial algorithm
like SHAKE-128 can significantly improve the throughput of
FrodoKEM. An alternative way is to employ a variant of
FrodoKEM using AES [4] to generate random samples. Many
existing works that optimized the implementation of AES on
GPUs [10] can be leveraged to speed up the random sample
generation in FrodoKEM, but this is out of the scope of this
paper.

Similar to FrodoKEM, random sample generation is also
the main bottleneck (≈40%) in Saber, which is also per-
formed through SHAKE-128. This implies that optimizing
SHAKE-128 implementation on GPUs can also benefit Saber.
After heavy optimization using the proposed dot-product
technique, the proportion of matrix-vector multiplication and
inner product are reduced. However, they are still consuming
noticeable time in Saber. Unlike FrodoKEM, hash operations
contribute to a significant part of the computation in Saber.
However, the hash function used in Saber (SHA3-256) is very
similar to SHAKE-128; optimizing the implementation perfor-
mance of SHAKE-128 is likely to benefit SHA3-256 as well.

D. Applying the Dot-Product Solutions to Toom-Cook
and NTT

The technique proposed in Algorithm 6 can be applied
to other asymptotically faster algorithms like Karatsuba [35]
and k-way Toom-Cook [36]. These algorithms decomposed
the polynomial with length N into sub-polynomials with a
smaller length. This decomposition can be applied recursively
to obtain a smaller sub-polynomials. Karatsuba is a special
case in k-way Toom-Cook, where k = 2. As a concrete
example, the Saber [5] submission package to NIST uses
4-way Toom-Cook to speed up the polynomial convolu-
tion. The polynomial (N = 256) is first decomposed into
four equally sized sub-polynomials (N = 64), and then
perform the evaluation, multiplication and interpolation on
these small sub-polynomials. The multiplication stage involves
sub-polynomials with N = 64, which can be computed
using the proposed dot-product-aided schoolbook multiplica-
tion (Algorithm 6). In this way, we believe that the proposed
technique can provide a better performance. Note that one can
also continue to apply the 4-way Toom-Cook or Karatsuba
algorithm recursively. However, the level of parellelism is
reduced by half for each level of recursion, which may
eventually harm the implementation performance on a GPU
platform. Recall that the smallest instruction scheduling unit
on GPU is a warp (32 threads), it is advisable to have N ≥
32 at the last recursive level. Note that it is non-trivial to
explore the best combination of Toom-Cook, Karatsuba and
schoolbook multiplication to achieve the highest throughput.
Hence, we intend to leave this exploration as a future research
direction.

On the other hand, many lattice-based PQC schemes utilize
the NTT to compute the polynomial convolution on a special
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TABLE VIII

PERFORMANCE BREAKDOWN OF FRODOKEM AND SABER IMPLEMENTED ON GPUS AND CPU

Algorithm 9 Pseudocode: Fully Parallel in-Place NTT in
Kyber [13]
1: procedure NTT(r )
2: r : Polynomial with length N = 256
3: zeta and zeta_tb : Precomputed NTT constants
4: for len=128; len≥ 2; len=len/2 do
5: zeta = zeta_tb[level + 
tid/ len�];
6: j = 
tid/ len� * len + tid;
7: t = fqmul(zeta, r[j + len]);
8: r[j + len] = r[j] - t;
9: r[j] = r[j] + t;

10: level = level × 2;
11: end for
12: end procedure

ring structure. Some representative candidates include Kyber
KEM [2] and Dilithium signature [3]. However, it is non-
trivial to compute the NTT using dot-product instruction.
Algorithm 9 shows an example of the parallel implementation
of NTT in Kyber, which is proposed by Lee et al. [13]. The
core computation in NTT boils down to the butterfly operations
(lines 8 ∼ 10), which usually involves the multiplication
between an input and a constant, e.g., twiddle factor, followed
by a modular operation over the modulus q. This corresponds
to line 8 in Algorithm 9, where the twiddle factor (zeta) is
multiplied with the input from polynomial r and reduced by
modulus q. Note that this modular operation is usually per-
formed through Montgomery or Barrett reduction algorithm,
which is not easily mapped to a dot-product operation. This
is also why the previous implementations of Kyber on various
platforms [37] do not consider using a dot-product instruction
to speed up the performance.

E. Practical Use Cases of the Proposed GPU Implementation
1) Secure Online Transactions: Key exchange is a funda-

mental feature supported by many security protocols such as

SSL/TLS [38] and IPsec (IKE) [39]. KEM can be used to
support the key exchange between the client/server for Internet
communication. Under such communication paradigm, the
server is required to process massive amount of KEM, i.e.,
hundreds of thousands, requests from various clients within
a short period of time. This situation is especially common
for e-commerce, online banking, and transactions. It is chal-
lenging to cope with such a demanding and ever increas-
ing computations, even for a very high performance server,
as the server itself may need to handle other computations
as well. One of the possible solutions is to offload the KEM
computations to hardware accelerators like FPGA and GPU,
which are more specialized in performing batch computation.
Proposed high throughput implementation on various GPU
platforms shows that it is possible to perform thousands to
hundreds of thousands key-encapsulation/decapsulations per
second. By utilizing the proposed solution, we can effectively
offload batch computations of KEMs to GPU, eventually save
a lot of time in CPU, which then allows the server to execute
some other tasks. Note that GPUs are already commonly found
in many major cloud computing services like AWS [40] and
IBM [41], as GPUs are widely used for artificial intelligence.
Hence, the use of GPU in accelerating KEMs is a more natural
choice compared to FPGA or ASIC solution.

2) Secure Internet of Things Communication: Another inter-
esting use case is the IoT applications, wherein the sensor
nodes are actively interacting with the cloud servers. The
scale of IoT system range from hundreds to thousands of
sensor nodes [42]. To secure such communication, symmetric
keys used to encrypt the sensor data, need to be refreshed
frequently, which can be done through one of these ways:

1) New session keys are produced by the IoT sensor and
transmitted to the cloud server via KEM. Typically,
the symmetric key is refreshed in every communication
session using pseudorandom number generator or KDF.

2) The cloud server produced many new session keys and
send them to each sensor node via KEM for update.
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In such a case, the cloud server can decide the time
interval for refreshing the symmetric keys. In other
words, the symmetric key can be refreshed every com-
munication session, every hour, or every day, depending
on the required level of security.

The first way requires the cloud server to decapsulate
and obtain session keys, while the second way requires the
cloud server to encapsulate many session keys. Regardless
of the chosen method, the cloud server needs to perform a
lot of KEM computations in a timely manner. Hence, a high
throughput KEM proposed in this paper can be very useful
to offload compute-intensive KEM computations on GPU,
leaving the cloud server with more resources to handle the
other important computations.

V. CONCLUSION

In this paper, we are the first to show that the dot-product
instruction (DP2A) offered by modern NVIDIA GPU archi-
tectures can be used to accelerate lattice-based crypto-
graphic schemes. A highly optimized implementation of
matrix-matrix multiplication is presented, which allows the
proposed FrodoKEM implementation to be 4.37× faster
than the state-of-the-art work proposed by Gupta et al. [12].
A novel data structure is also proposed to enable the efficient
computation of the parallel polynomial convolution by using
the DP2A instruction. Note that these two proposed techniques
are generic, i.e., they can be adapted to any parallel processor
architectures that offer dot-product instructions. For instance,
the latest AMD GPU also supports similar dot-product instruc-
tions, e.g., V_DOT2_U32_U16 [43], which is a good candi-
date to adopt the proposed method to speed-up lattice-based
cryptographic schemes. Moreover, the proposed technique can
be used for LAC [44], which is a NIST round 2 candidate.
A more optimized implementation of random sample genera-
tion (through AES or SHAKE) can also help in improving the
performance of lattice-based cryptographic schemes on GPU
platforms.
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