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a b s t r a c t

The scheme for efficient, accurate and scalable monitoring and localizing faults is
necessary for transparent optical networks. Optical transparency makes the monitoring
and localization process difficult in the optical layer as failures in physical layer propagate
and subsequently generate multiple alarms throughout the network. Moreover, failures in
physical layer could be detected and located in optical layer before they are propagated
to the upper layer. So, a fast and scalable monitoring and fault localization scheme
are required to offer a secure and resilient network. In this paper we propose a
fault management scheme that handles multiple failures in the optical network using
wavelength-division multiplexing (WDM) technology. It consists of a two-phase scheme,
namely (a) fault detectionwhich detects faults by raising alarms of the monitoring devices
and (b) fault localization that subsequently localizes these faults by invoking an algorithm.
The latter phase obtains a set of potential faulty nodes (links). Next, we locate the exact
position of faulty node (link) by transmitting the signal through it. We demonstrate the
performance of this proposed scheme on a 28-node EuroNet.

© 2010 Elsevier B.V. All rights reserved.
1. Introduction

High capacity optical network is immensely used in
industries due to its large transmission bandwidth and low
cost. But these networks are also vulnerable to failures
(such as malfunctioning of optical devices, fibre cuts, soft
failures, i.e., the impairment due to subtle changes in signal
power like degrading signal-to-noise ratio (SNR), etc.). One
of the most important requirements to ensure survivable
high speed optical network is to manage fault detection
and its localization. A single failure can cause millions of
dollars of revenue loss right from corporate users to service
providers. Consequently, fault management is essential to
ensure uninterrupted services to users. Faults (like link
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and/or node failures, etc.) occur mainly due to natural
fatigue and ageing of optical devices and components
(i.e., transmitters, receivers or controllers). Besides failures
there are different types of disruptions (i.e., impairment,
attack, etc.) that degrade and disrupt the performance of
the network. If a fault occurs in a device it remains disabled
until it is repaired again.

The management system involves in detecting faults
in the network and alerting ‘manager’ through alarms
triggered by monitoring devices when fault happens. If a
certain parameter is being monitored and its value falls
outside a preset range, the network equipment and/or
monitoring device generates an alarm. Again, monitoring
devices raise alarm if a link (e.g., fibre cut) gets damaged.
When the power level of an incoming signal drops below
a certain range it causes a loss of signal (LOS) and
monitoring equipments raise alarms. Fault management is
an important management function that is responsible for
fault detection, localization and recovery. In this work we
discuss only detection of faults and their localization. The
block diagram of the proposed scheme is shown in Fig. 1.
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Fig. 1. Proposed fault detection and localization scheme.
Whenever there is a failure in a node, all the lightpaths
passing through that node get disrupted and monitoring
elements (monitoring devices and/or self-alarmed optical
devices e.g., transmitter, receiver, etc.) placed in the path
triggered alarms. Thus, a single failure may generate
multiple alarms. In the case of multiple failures occurred
in a number of nodes or in links simultaneously the raised
alarms are intermingled and thus make the detection and
subsequent localization process complex. Both single and
multiple failures are detected through monitoring devices
by triggering alarms. In order to develop fault detection
and localization mechanism to be fast and effective, it
is important to reduce the number of redundant alarms
received to the smallest possible number. This will reduce
alarm processing time as well as ambiguity in fault
localization. Thus in ourworkwe assume thatmonitors are
placed at all nodes. During runtime, as the traffic changes, it
is necessary to identify the minimum number of monitors
to be turned ON so that failures can be localized using the
currently established lightpaths.

The first phase of our proposed scheme is thus to
select the monitoring devices that should be turned ON,
and detects the failure(s) in the network components. As
mentioned earlier this selective monitor activation has
the advantages of reduced alarms processing time and
thus has enhanced fault localization capability in a shorter
time. In the second phase, the localization algorithm
is invoked to locate faults and gives a set of apparent
faulty components. In real scenario corrupted alarms
(false alarms and miss alarms) may be triggered in the
network to make the localization process more difficult.
The false alarms and miss alarms are controlled by tuning
the threshold values of the monitoring equipments. Lastly,
the network manager sends test signals to the apparent
faulty components and will locate the exact faulty
components based on the acknowledgements. In this
paper, we interchangeably use monitor and monitoring
device.

1.1. Motivation

For critical business application running on optical
networks, the 99.999% uptime of services is a critical
requirement. This requirement corresponds to the connec-
tion downtime of less than five minutes per year. Hence,
alerting manager appropriately through alarms triggered
from upcoming faults and consequently detecting and lo-
calizing faults are prime activities in the network man-
agement. Fault diagnosis and localization is an interesting
problem and hence it is an active field of research. Stanic
et al. [1,2] used approximationmethod to reduce the num-
ber of monitors and thus make the system cost effective.
Another approximation algorithm was shown in [3] to re-
duce the number of monitoring elements. A number of
approaches based on graph theory were investigated in
the context of fault diagnosis. In [4,5], authors proposed
a parallel approach based on zero-time and nonzero-time
systems and discussed an approach for single fault diag-
nosis. In [4], author showed that the optimal placement
of monitors is an NP-hard problem. Several authors con-
sidered different assumptions for solving the fault local-
ization problem. In [5,6] only single failure was assumed
while in [7–9] multiple simultaneous faults were consid-
ered. In [6], fault manager checked periodically powers of
all source and destination nodes by using the routing ta-
ble information. If power level of some of nodes was out
of expected bounds, that node was identified as a possi-
ble faulty node. In [10], the authors proposed fault iden-
tification algorithm through filtering alarms. The authors
used the fault identification tree of depth equal to the
number of alarming components to narrow down the po-
tential faulty sources. In [11,12], a fault detection scheme
was presented which is based on decomposition of net-
work topology into monitoring cycles. The authors used
a heuristic scheme for constructing of monitoring cycle
cover that minimized cycle overlap for a given network
topology. In [13], a hierarchically distributed monitoring
model was proposed where the network topology is logi-
cally partitioned intomonitoring domains, each ofwhich is
assigned a hierarchy level. Every monitoring domain is as-
signed a local fault manager responsible for computing the
optimal set of activated monitors and performing the fault
localization for all components within its domain, which
enables distributed optimization ofmonitor activation and
fault localization. In [14], an adaptive technique for fault di-
agnosis using ‘‘probes’’ was presented in which probes are
established sequentially, each time using information
about already established probes. While the sequential
probing helps to achieve adaptive it also increases the fault
localization time. In [7,15,16] false alarms andmiss alarms
were considered. In [15], authors showed that false alarms
could be corrected in polynomial time but the correction
of miss alarms is NP-hard. In [17], the authors propose an
approach that equips only a few nodes with monitors and
then based on the locations of monitors a heuristic ap-
proach is proposed for constructing monitoring cycles.

In our approach (follows our previous work described
in [18–20]) we assume that all nodes are equipped with
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Fig. 2. Different stages of our proposed scheme.
monitors and reduce fault localization timewith aminimal
number of monitors activated. Most of the earlier research
work posed the problem as monitor placement problem.
But in real-life networks having the topologywith dynamic
nature that would be changed with traffic volumes, we
assume monitors placed at all nodes in those networks. In
our proposed fault detection and localization scheme, the
activation of placed monitors is minimal based on traffic
demand where fault propagates monitors from a source
through those downstream in the network. A mechanism
of locating the exact faulty components is also mentioned
in this paper.

1.2. Our contribution

Dynamic scenario means that a set of lightpaths is
added to a network at any point of time while a set of
lightpaths are cut off due to some unexpected events
like damage of fibre, failure of equipment, etc. First,
we minimize the total number of monitoring devices to
be activated in the network. The activation of monitors
in the network (same as optimal monitor placement in
literature) is proven to be a NP-hard problem. We propose
an approximation algorithm in selecting the minimum
number of monitors that should be activated such that all
the faults can be detected. The pre-computed alarmmatrix
is the output of the approximation algorithm for optimal
placement of monitoring devices.

Second, failures are located from the received alarms.
After receiving alarms from monitoring devices, irrespec-
tive of types of alarms, localization algorithm is invoked
and it compares received alarmswith pre-computed alarm
matrix generated in the monitor placement phase. This
comparison will produce a set of apparent faulty compo-
nents. Next, we have proposed a scheme to locate the exact
location of faulty component(s) by the process of sending
and receiving signals. In summary, the two-phased scheme
has four important features (i) minimizing the number of
monitoring devices that need to be activated, (ii) in case
of change in network topology, some new monitors are
turned ON while some are turned OFF, (iii) locating and
subsequently localizing multiple simultaneous faults and
(iv) handling the effect of false and miss alarms in the
network. The different stages of our proposed scheme are
shown in Fig. 2.

The rest of the paper is organized as follows. Section 2
describes network model and notations. Section 3 dis-
cusses our proposed scheme. Section 4 presents simulation
performance. Finally we conclude our work in Section 5.

2. Network model and notation

2.1. Network model

We model the network by a directed graph G = (V , E)
where each node v ∈ V of the graph represents an optical
component, and the directed edge (u, v) ∈ E represents a
directed lightpath from u to v. A fault occurred at a node
or a fibre cut will disrupt the connectivity and disconnect
all lightpaths passing through node or in link. Fig. 3 shows
a 14-node NSFnet. We denote ND as the set of optical
components andM as the set of monitors.

In Fig. 3, we show lightpaths passing through different
cities. Let us consider that fault occurs in TX. Then this
fault will propagate through the paths TX–CO–UT (marked
in light blue), TX–MD (marked in light green), TX–MD–NY
(marked in dark gray) and TX–MD–NJ (marked in orange),
and consequently M1,M2,M6,M8 and M9 will trigger
alarm. In this way, a single fault generatesmultiple alarms.

2.2. Notations, definitions, and preliminaries

In our discussion we use the following notations
throughout the paper as shown in Table 1.

We define the term domainof the faulty component(s)
by the set of monitors which generate alarms on failures.
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Fig. 3. Reference NSFNet. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Table 1
Notation.

LP← the set of lightpaths
ND← set of all components
R← set of all rows indicating components
M ← set of all monitors
Mr ← set of all triggering alarms
Ms ← set of all silent alarms
H ← set of all hit values
FC← set of probable faulty components

Domain can be expressed by a Boolean relation as follows.
Let the term position (NDi, LPj) is defined as the distance of
NDi from the source of lightpath LPj. Now Mk ∈ M (k ∈
[1, |M|]) will be in the domain of (NDi) for NDi ∈ ND if the
following conditions are satisfied.

(i) if NDi ∈ LPj andMk ∈ LPj i.e., both NDi andMk belongs
to the same lightpath.

(ii) ∃LPj ∈ LP such that position (NDi, LPj) < position
(Mk, LPj) i.e., Mk is in the downstream of NDi in
lightpath LPj.

3. Proposed scheme

3.1. Fault monitoring: minimal monitor activation with
dynamic lightpaths

Monitors are initially placed to all possible locations so
that the failures can be detected and located for any com-
ponents distinctly [3]. In Fig. 3, M1–M11 i.e., 11 monitor-
ing devices are placed to achieve maximum coverage. We
propose a greedy algorithmwhich determines the optimal
number of monitors from the set of monitors in such away
that failures can be located for all components (i.e., for a
node or a link) distinctly and no component (i.e., a node or
a link) remains unattended i.e., if a fault occurs in a compo-
nent it must not remain undetected. The algorithm is de-
scribed below [3,18–20].
Algorithm for minimal monitor activation.

1. Initialize an empty set S = ∅
2. While (for any Ri, Rj ∈ R, Ri = Rj such that i ≠ j){
3. ∀Mp ∈ M and Mp ∉ S, p ∈ [1, |M|]
4. Hp ← hit value of (Mp).
5. if (Hr > Hq ∀Hq ∈ H and r ≠ q){
6. S = S ∪Mr

7. }
8. }
9. Output S

We explain our algorithm using Table 2. In Table 2, ‘1’
denotes that if a node fails the monitor with ‘1’ triggers
an alarm. The matrix we call alarm matrix is generated
based on the Reference Network shown in Fig. 3. The set of
monitors which generate alarm on failure is called Domain
of the faulty component(s). As an example in Fig. 3, the set
{M1,M2,M6,M8,M9} is the domain of ND5 (node 5).

We reduce the number of monitors by applying the
approximation algorithm [3]. The main objective is to
determine the optimal number of monitors such that no
component has null (empty) domain i.e., there is at least
one monitor which raises alarmwhen the component fails
and the components have distinct domains. To implement
the above algorithm we calculate the hit value of every
column of the alarm matrix. Hit value of a column is
calculated on the basis of following two factors.

1. We cannot have all zero rows. So, a column (monitor) is
given a weight, which assigns 1 initially to each row.

2. The rows, which have same binary patterns, form a
group. The selected columndivides someof such groups
into distinguishable subgroups. The column, which
divides more subgroups into more equal (in length)
distinguishable subgroups, is assigned more weight.
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Table 2
Alarm matrix for reference network.

M1 M2 M3 M4 M5 M6 M7 M8 M9 M10 M11

ND4 0 0 0 0 0 0 0 1 0 0 0
ND5 1 1 0 0 0 1 0 1 1 0 0
ND6 0 0 1 0 0 0 0 0 0 0 0
ND7 0 0 1 0 1 0 0 0 0 1 1
ND8 0 0 0 0 0 0 0 0 0 0 1
ND10 0 1 0 1 0 1 1 1 1 0 0
ND13 1 0 0 0 0 1 0 0 0 0 0
The general expression for evaluating the hit value for
the jth monitor (Mj) is given by

Hit_value(Mj) =

 −
(i=1 to R)

(B)


+

−
(i=1 to p)

(Ni-abs(N1,i − N0,i)) ∀j

where (B) = 1 if the jth column gives the first 1 to ith row
= 0 otherwise

Ni: total number of 0’s and 1’s in the ith group
N1,i: total number of 1’s in the ith group
N0,i: total number of 0’s in the ith group
P: Number of groups having the same alarm pattern.

The monitors with maximum hit values are selected one
by one as they are optimal one. We explain the calculation
of hit value with the help of Table 2.

First, the rows having all zero patterns are deleted.
These rows correspond to the nodes that are either end-
ing lightpath nodes or idle nodes, i.e. these nodes are not
taking part in any lightpath. For example in Fig. 3, Node
1, Node 2, Node 12, Node 14 are end lightpath nodes and
Node 3, Node 9, Node 11 are idle nodes. So, the rows cor-
respond to these nodes are deleted in Table 2. Failures in
these nodes cannot be detected in our scheme. We calcu-
late hit value for M1 = 2 + (7 − (5 − 2)) = 6 [as M1 as-
signs first 1 to ND5 and ND13 and divides a group of 7 rows
having same pattern into two subgroups of 2 and 5 rows].
Similarly hit values for M2 = 6,M3 = 6,M4 = 3,M5 =

3,M6 = 9,M7 = 3,M8 = 9,M9 = 6,M10 = 3,M11 = 6.
AsM8 (chosen randomly betweenM6 andM8) has the high-
est Hit value (9) it is taken first. Two groups are formed for
the selected column M8: {ND4,ND5,ND10} having pattern
1 and {ND6,ND7,ND8,ND13} having pattern 0.

In the next iteration the hit value for M1 = 1 + (3 −
(2 − 1)) + (4 − (3 − 1)) = 5 [as M1 does not assign
first 1 to any row and divides first group {ND4,ND5,ND10}

into two subgroups {ND5} and {ND4,ND10} and sec-
ond group {ND6,ND7,ND8,ND13} into two subgroups
{ND6,ND7,ND8} and {ND13}]. Similarly the hit values for
M2 = 2,M3 = 6,M4 = 2,M5 = 3,M6 = 5,M7 = 2,
M9 = 2,M10 = 3,M11 = 6. So, M3 is selected next. This
selection process continues until domain patterns for all
components are distinct.

In the pre-computing stage, these domain patterns
(see Table 3) are stored and used to locate failure at the
time of fault by comparing received alarms patterns with
stored domain patterns. So, proceeding on in this way the
reduced alarmmatrix is generated that is shown in Table 3.
Table 3
Reduced alarm matrix.

M8 M3 M6 M11 M1

ND4 1 0 0 0 0
ND5 1 0 1 0 1
ND6 0 1 0 0 0
ND7 0 1 0 1 0
ND8 0 0 0 1 0
ND10 1 0 1 0 0
ND13 0 0 1 0 1

RAL 1 0 1 0 0

Significance of Hit_value: We discuss the significance of
Hit_value with the help of Fig. 4. In Fig. 4, first monitor
M8 divides all the nodes into two subgroups. Similarly,
the other monitors divide all the nodes into different
subgroups so that each node failure gives a distinct alarm
pattern. The term Hit_value is the sum of two arguments.
The first term (B) gives priority to the monitors that give
first 1 to any node. As an example if we would choose
{M8,M3,M6,M10,M1} instead of {M8,M3,M6,M11,M1}

then we would not get any alarm in case of failure in ND8.
Thus failure of ND8 would remain unattended. Thus our
scheme gives some priority toM11 as it gives first 1 to ND8.

The second term in the expression of Hit_value gives
more weight to the monitor that divides a group of nodes
into more equal length subgroups. As an example M8
divides all the nodes into two subgroups of length 4
(ND6,ND7,ND8,ND13) and 3 (ND4,ND5,ND10). Thus the
scheme gives more weight to M8. This can be observed
from Fig. 4 that the number of alarms required to detect
failures in all the nodes is the height of the tree. Now, the
height of the tree will be small if the monitors divide the
nodes into two subgroups with equal length (or almost
equal). This is the significance of the second term.
Theoretical bounds on number of monitors: The theoretical
bound of number of monitors are hard to get and strongly
dependent on the Alarm Matrix. It can be seen from Fig. 4
that the minimal number of is equal to the height of the
binary tree. Now if we assume that there are n nodes in a
network, then in the best case i.e., the minimum height a
binary tree is log2(n) and in worst case, i.e. the maximum
height of a binary tree is n. Thus on an average, the height
(number of monitors) of the tree is 1/2(log2(n)+ n).

3.2. Detecting single and multiple fault(s)

When one or more monitors raise alarm, the network
manager comes to know that there are one or more faults
occurred in thenetwork. This stage is called Fault Detection
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Fig. 4. Monitor selection based on Hit_value.
stage. The function of this stage is to make the network
manager alert about a possible failure in the network, one
can run the fault localization algorithm (described latter)
to localize the faulty components.

3.3. Locating single and multiple fault(s)

When there is any fault occurred in any component(s)
some monitors which are in the domain of that compo-
nent(s) trigger alarms. But networks are frequently in-
terrupted with corrupted alarms namely false and miss
alarms. If an alarm is triggered in non-failure state then
this corrupted alarm is supposed to be false alarm. False
alarm corresponds to the scenario where threshold values
in the monitoring devices are set low. If an alarm is not to
be triggered in the failure state then the corrupted alarm is
supposed to be miss alarm. Miss alarm corresponds to the
scenario where threshold values in the monitoring devices
are set high. So, setting the threshold value high will in-
crease the probability of the number of miss alarms and
decrease the probability of that of false alarms. On the
other hand setting the threshold value low will increase
the probability of the number of false alarms and decrease
the probability of that of miss alarms. The fault localization
algorithm (which also takes care for corrupted alarms) for
the single and multiple faults is described below.
Algorithm for locating single fault

1. Set_of_singlefault(){
2. Initialize an empty set FC = ∅
3. Search ∀Ci ∈ C such that Domain (Ci) = Mr

/∗ Checks when there is no false alarm and no missed
alarm ∗/
4. Incorporate Ci to the set FC
5. FC = FC ∪ Ci
6. for (i = 1 to |Mr |) {
7. Dr = Mr \Mr(i) where Mr(i) ∈ Mr
8. Search ∀Cj ∈ C such that Domain (Cj) = Dr

/∗ Checks when there is one false alarm and nomissed
alarm ∗/

9. Add Cj to FC
10. FC = FC ∪ {Cj}

11. }
12. for (i = 1 to |Ms|){
13. Br = Mr ∪Ms(i) where Ms(i) ∈ Ms
14. Search ∀Cj ∈ C such that Domain (Cj) = Br

/∗ Checks when there is no false alarm and onemissed
alarm ∗/

15. Add Cj to FC
16. FC = FC ∪ {Cj}

17. }
18. Output set FC
19. }

Algorithm for locating multiple faults

1. Set_of_multiple_fault(){
2. Initialize an empty set FC = ∅
3. Multiplefault(Mr) /∗ Checkswhen there is no false

alarm and no missed alarm ∗/
4. for (i = 1 to |Mr |){
5. Dr = Mr \Mr(i) where Mr(i) ∈ Mr
6. Multiplefault(Dr) /∗ Checks when there is one

false alarm and no missed alarm ∗/
7. }
8. for (i = 1 to |Ms|){
9. Br = Mr ∪Ms(i) where Ms(i) ∈ Ms
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10. Multiplefault(Br) /∗ Checks when there is no
false alarm and no missed alarm ∗/

11. }
12. Output set FC;
13. }
14. Multiplefault(set Mr ){
15. for (i = 1 to |C |){
16. search for a component Ci ∈ C such that Domain

(Ci) ⊆ Mr /∗ Condition of checkingmultiple faults ∗/
17. Incorporate Ci to S
18. FC = FC ∪ {Ci}

19. }
20. }

From these two algorithms (algorithm for single fault
and double fault), it can be observed that the main
difference between these two algorithms lie in lines 3, 8,
14 for single fault and in line 16 for double fault. In case
of single fault, the scheme checks whether the domain of
a component is equal to Mr ,Dr or Br or not, where in case
of multiple faults the scheme checks whether the domain
of a component is a subset to Mr ,Dr or Br or not. As an
example ifwe assume that there is no false alarmormissed
alarm and at any time the network manager gets that M8
and M6 have raised alarms. So, if there is only a single
failure, it can be seen from Table 3 that ND10 is faulty
(as Domain(ND10) = {M8,M6}). Whereas if we consider
multiple faults then we can say that ND10 as well as ND4
may be faulty (as Domain (ND10) and Domain (ND4) are
subsets of {M8,M6}). Next we explain the details of single
and double faults location algorithm considering false and
missed alarms.

We consider three cases to explain the localization
algorithm by assuming maximum or false alarm and one
miss alarm in the network:

(i) No false alarm and no miss alarm.
(ii) One false alarm and no miss alarm.
(iii) No false alarm and one miss alarm.

In case (i) single or multiple faults can be detected eas-
ily. Moreover when network intercepts multiple faults at
particular point of time, the triggered alarms are intermin-
gled. Localization algorithm is invoked and obtains a set of
apparent faulty components fromwhich faulty component
or components have to be. We explain our algorithm using
Table 3.

Let us consider at any time the received alarm (RAL)
has been noticed {1 0 1 0 0} i.e., M6 and M8 have raised
alarm but M1,M3 and M11 are silent. Here Mr = {M6,M8}

and Ms = {M1,M3,M11}. Case (i) assume only correct
alarms, hence ND5,ND6,ND7 and ND8 can be excluded
from the set of probable faulty components. This is because
if ND5 fails then monitor M1 triggers alarm. But in the re-
ceived alarm it shows that M1 is silent. So, in general, if
there is no alarm triggered from a monitor in the received
alarm then the components having that monitor in their
domain can be excluded i.e., for any component NDi ∈

ND if Domain (NDi) ⊆ Mr then NDi is included in the
probable faulty component (FC) set. As Domain (ND4) ⊆
Mr ,Domain (ND10) ⊆ Mr , {ND4,ND10} is included in FC.
Therefore, FC = {ND4,ND10}. RAL is obtained by perform-
ing logical OR operation onND4 andND10 rows [19]. This set
strictly includes the probable faulty components for any
number of simultaneous failures.

Case (ii) makes all combination of received alarm
patterns considering one false alarm in the network i.e.,
any one of Mr = {M6,M8} has raised an alarm false. If
Dr is the set of ringing alarms after elimination of false
alarm then Dr = Mr \ Mr(i) where Mr(i) ∈ Mr . If M6
is eliminated from Mr the received alarm pattern will be
(1 0 0 0 0) i.e., the ‘1’ corresponding to M6 is replaced
by a ‘0’. Similarly if M8 are eliminated from Mr then we
get the patterns (0 0 1 0 0) respectively. So, in the above
mentioned received alarm pattern two other patterns
need to consider. They are (1 0 0 0 0) and (0 0 1 0 0).
When the pattern is (1 0 0 0 0) then Dr = {M8}, and
Domain (ND4) ⊆ Dr ,ND4 is included in FC. Similarly for
the patterns (0 0 1 0 0), {ND13} contain in FC. Hence, FC =
FC ∪ {ND4,ND13} = {ND4,ND10,ND13}.

In case (iii) there is one miss alarm but no false alarm
in the network i.e., any one of Ms = {M1,M3,M11}

has failed to raise an alarm i.e., any one of Ms should
be included in Mr . If Br is the set of ringing alarms af-
ter inclusion of missed alarms then Br = Mr ∪ Ms(i)
where Ms(i) ∈ Ms. If M1 has raised miss alarm then
we have to replace the ‘0’ corresponding to M1 in RAL
by ‘1’ i.e., we will have the pattern (1 0 1 0 1). Sim-
ilarly if M11 and M3 will trigger miss alarm then we
will find the pattern (1 0 1 1 0) and (1 1 1 0 0)
respectively. Then we have three other combinations
of received alarm patterns that are {(1 1 1 0 0),
(1 0 1 1 0)} and {10101}. For pattern (1 1 1 0 0)Br = {M3,
M6,M8} and Domain (ND4) ⊆ Br ,Domain (ND6) ⊆ Br ,
Domain (ND10) ⊆ Br andDomain (ND13) ⊆ Br ,{ND4,ND6,
ND10,ND13} should be included in FC. Similarly for the pat-
tern (1 0 1 1 0) and (1 0 1 0 1), {ND4,ND8,ND10,ND13}

and {ND4,ND5,ND10,ND13} is included in FC. Hence, FC
= FC ∪ {ND4,ND5,ND6,ND8,ND10,ND13} = {ND4,ND5,
ND6,ND8,ND10,ND13}.

3.4. Locating the exact faulty component(s)

To locate the exact faulty component(s), the network
manager has to send signals from any component that
is not in FC to the component(s) which are in FC. If no
acknowledgement signal comes from that component then
the component is faulty.We call these signals active signals
as these signals are only used to know that whether the
components are active or not. This sending and receiving
of active signaling is only necessary only when there is a
fault in the network (i.e., when monitors raise alarm) and
these signals are only sent to the components which are
in FC. So, sending signals to the components in FC will
be performed on demand, not regularly. These signaling
are only being used for testing the components in FC and
we have activated minimal monitors in the network to
reduce the components in FC, thus reducing the overhead
of sending these testing signals. The algorithm is described
below.
Algorithm for locating the exact faulty component(s)

1. For each component NDi ∈ ND{
2. Send signal to NDi from any NDj ∉ FC
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Fig. 5. Number of monitors in faulty set vs. load.

3. if (receive acknowledgement signal from NDi){
4. FC = FC \ NDi
5. }
6. }
7. Output FC

Consider an example that FC = {ND4,ND5,ND6,ND8,
ND10,ND13} and let us assume that ND4 and ND13 are ac-
tually faulty. So, to check whether ND4 is actually faulty or
not, ND2 can send an active signal. As ND4 is faulty, ND2
does not get any acknowledgement. Similarly active sig-
nal fromND14 to ND13 do not get an acknowledgement. On
the other hand active signals from ND9,ND7,ND7,ND1 to
ND5,ND6,ND8, ND10 respectively receives acknowledge-
ments, that confirms the fact that these node are in or-
der. Thus the scheme outputs ND4 and ND13 as the actually
faulty component.

Generally optical networks provide backup paths as
rerouting after failure is detected is too slow and lots of
packets will be lost by this time. So, after fault localization,
lightpaths passing through the faulty components are sent
through the back up paths. This changes the network
topology and so the number and position of monitors that
should be activated needs to be changed. Thus algorithm
for minimal monitor activation is called after detection of
each fault.

4. Simulation results

To evaluate the effectiveness of our scheme we have
implemented them on a standard network topology
named EuroNet topology which consists of 28 nodes.
All lightpaths are established using shortest path routing
between node pairs. Fig. 5 shows that the number of
monitoring devices changeswith the increase of lightpaths
i.e., the change of traffic load in the network. For Fig. 5.
we have used centralized algorithm for minimal activation
of monitors as described in Section 3.1. As shown from
Fig. 5, the number of monitors required to cover the
whole network is in between 11 and 14 as the number
of lightpaths changes from 6741 to 9142. New lightpaths
are continuously being added in the network to meet
traffic demand. But from Fig. 5, it is evident that even if
the number of lightpaths is increased by around 40%, we
need 2–3 extra monitors to maintain full fault localization
coverage. So, requirement of turning the monitors ON and
OFF is not very frequent unless there is any fault in the
network.

Fig. 6 shows that the cardinality of the set of possible
faulty nodes in the case of single and double faults varies
marginally with the change of the number of lightpaths.
This figure represents the output set of fault localization
algorithm (described in Section 3.3) i.e., the set of probable
faulty nodes in the network for single/double faults. From
Fig. 6 it is clear that the cardinality of the set increases
with the increase of lightpaths. In the case of single fault
the number of probable faulty nodes increases very slowly
while in double faults the set cardinality increases little
more higher when the number of lightpaths increases.
The results suggest that even if the number of lightpaths
is increased from 6741 to 9142, the number of probable
faulty nodes lies between 3 and 5.

Fig. 7 shows that the number of monitoring devices
changes very little with the change of lightpaths in three
different situations namely (a) before any fault, (b) after
single fault and (c) after double fault. This graph clearly
indicates that theminimal activation ofmonitoring devices
through our scheme caters different conditions of network
with the change of traffic loads. The optimal number of
monitoring devices lies within 11 to 16 for 28 physical
nodes (locations) placed in EuroNet. After the faults in the
network, we have added extra lightpaths to meet traffic
demand. Tomake this traffic-intensive network survivable
we addmoremonitoring devices attached to critical nodes
in the network. Fig. 7 shows that the number of monitors
added in the network is 2–3 even after single and double
faults.

4.1. Effectiveness of activating minimal number of monitors

In this section we highlight the effectiveness of
activating minimal monitors. For explaining this we take
the help of the network topology given in [7] where some
Fig. 6. Number of elements in faulty set vs. load.
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Fig. 7. Number ofmonitors under different loads before single fault, after
single fault and after addition of a new node.

monitors are placed (monitors are placed randomly as
this paper does not address monitor placement problem).
We call this scenario ‘Scenario 1’. On another scenario,
named ‘Scenario 2’, we activate the necessary monitors
based on our scheme on the same topology. In [7] the
authors mainly make a binary tree that keeps all types of
alarm patterns and in case of failure the network manager
matches the alarm pattern with the leaves of the binary
tree to track the faulty nodes. This approach eventually
gives the same faulty component set as our scheme if the
monitoring locations are same for the two schemes. In our
schememonitoring location are chosen intelligently before
localization, the cardinality set of the faulty components is
much lesser in our scheme.

The cardinality of FC in Scenario 1 and Scenario 2
are shown in Figs. 8 and 9 for single and double fault(s)
respectively. The red bar is the output of our fault
localization algorithm (before sending active signals) in
Scenario 2 and the blue bar is the number of nodes in FC
after sending active signals. The cardinality of the set is
lower in Scenario 2 than that of Scenario 1. In Scenario 2
before sending active signals the cardinality of FC is 3–4
(for single fault) and 4–6 (in case of double fault) and after
sending active signals the cardinality of the faulty set is 1
(for single fault) and2 (for double fault) against the number
of physical nodes that are active varies from 10 to 13 in the
network. On the other hand the cardinality set generated
in Scenario 1 is higher in both cases. Therefore, we must
say that activation of minimal monitors reduces the size of
FC, thus reduces the localization time.

5. Conclusion

In this paper we have presented a two-phased scheme
containing (a) the detection of faults through monitor-
ing devices raising alarms (fault detection) and (b) subse-
quently the localization of these faults (fault localization)
Fig. 8. Comparison of single fault. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
Fig. 9. Comparison of double faults. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this
article.)
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by invoking an algorithm and then by sending and receiv-
ing signals. We presented the problem of optimal monitor
activation in optical networks. The problem of minimiz-
ing the number of activated monitors was proven to
be NP-hard, and a heuristic algorithm that gave good
performance in our experiments was also presented. A
localization algorithm based on the alarm pattern is also
presented. We showed the performance of our scheme
on 28-node EuroNet and also compared the effectiveness
of fault localization scheme before and after activating
minimal monitors across the network. Clearly, activating
minimal monitors gives much better performance that re-
duces alarm processing time as well as ambiguity in fault
localization.
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