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Abstract—In this article, we propose a prekeying-based
integrity protection mechanism for critical smart grid com-
munications that are often left unprotected due to tight tim-
ing constraints. Our mechanism computes the key for the
next message in advance followed by a simple exclusive-
OR operation with the message when it is generated. This
provides both integrity and confidentiality at a very low
latency cost. The rigorous security analysis shows that
the proposed method is secure against cyclic redundancy
check (CRC) and message replay attacks. The extensive
evaluation shows that the method is up to 21 times faster
than standard integrity protection algorithms, and can do
the message encryption in under 1 ms even on a very
low-end microcontroller.

Index Terms—Cybersecurity, generic object oriented sta-
tion event (GOOSE), IEEE C37.118, integrity protection,
smart grid communications, SV protocol.

I. INTRODUCTION

THE EMERGING smart grid architecture uses real-time
monitoring and control of the power grid in order to provide

high efficiency, stability, and robustness in the power supply. A
series of communications protocols have been defined for this
purpose over the years. In particular, there are three protocols
in existence currently. The earliest one is the IEEE C37.118,
which is now split into two parts, with C37.118.2 being aligned
with more widely deployed IEC 61850-9-5 for synchrophaser
communications [1]. It is currently the most widely deployed
protocol for synchrophasors but lacks security. On the other
end is the Department of Energy (DoE)-developed streaming
telemetry transport protocol (STTP) [2], which has been re-
cently picked up by IEEE for standardization, but currently
not deployed except on an experimental basis. Therefore, we
will largely focus on IEC 61850-9-5, although a wide-spread
deployment of even this protocol is likely to take many years.
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Although IEC 61850-9-5 includes integrity protection mech-
anisms for the communications; they are optional for critical
protection messages requiring very low latency. Without any
integrity protection, if a protection message is falsely set to
indicate abnormal voltage or current value, it could trigger
protective relays and/or the generation control equipment to
react, potentially leading to blackouts.

In this article, we propose a lightweight prekeying-based
approach named PreKIP, which generates the keys between
successive sample generations and, then, simply XORs it with the
sample. We apply this method both to the regular phasor mea-
surement unit (PMU) data (where the available key generation
time is strictly determined by the sampling rate) and for event-
based data with certain minimum interevent time. The rigorous
security analysis shows that the method can successfully thwart
both ciphertext-only attacks and known/chosen plaintext attacks.
Our extensive evaluation shows that the proposed method is up
to 21 times faster than the hash-based message authentication
code (HMAC) scheme (and even faster than others), and has
acceptable latency for typical power protection applications even
with a low-end microcontroller.

The remainder of this article is organized as follows. Sec-
tion II discusses the gaps in integrity protection mechanisms in
smart grid protocols. Section III discusses the proposed method,
Section IV analyzes its security, and Section V evaluates its
performance. Section VI summarizes the related work, and
finally, Section VII concludes the article.

II. SMART GRID ARCHITECTURE AND COMMUNICATIONS

A. Smart-Grid Architecture

The emerging smart grid architecture uses PMUs to continu-
ously monitor line data (for example, voltage, phase, frequency,
and GPS location) and communicates them to the supervisory
control and data acquisition systems to ensure that any issues
related to grid health are handled promptly. Fig. 1 shows the over-
all architecture where the data from PMUs are “concentrated”
through phasor data concentrators (PDCs) installed in key sub-
stations. PMUs collect and send samples 30 or 60 times a second
through a publish–subscribe mechanism, where the PMUs work
as publishers to which the PDCs subscribe. A PDC receives data
from many (typically 3– 32) PMUs and, then, sorts and aggre-
gates the received data based on the time-tag. The aggregated
data are then relayed using a two-way communication system
to a number of local control centers (LCCs), which coordinate
their actions interacting with a federated control center (FCC).
Subsequently, LCCs draw the best overall snapshot solution
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Fig. 1. Typical model of a power grid architecture.

Fig. 2. Communications protocols used in smart grid.

using all PMU measurements [3]. Control centers use the IEC
61850-90-5 standard to communicate with smart measurement
units [1].

The IEC 61850-9-5 standard is itself a collection of protocols,
each defined for a different set of smart grid applications. This
is shown in Fig. 2. The manufacturing message specification
(MMS) protocol connects communications centers and gate-
ways through a client–server connection with the intelligent
electronic devices (IEDs) inside the substation and TimeSync
provides time synchronization. The two important protocols
of interest here are sampled value (SV or SMV) and generic
object-oriented station event (GOOSE), and both were originally
defined to operate directly on top of Ethernet and, thus, are not
routable. The SV protocol is used to exchange messages con-
taining samples of electrical quantities such as the very fast rate
sampling of voltage/current at a relay. While SV was originally
designed for intrasubstation use, it is also useful for sending the
PMU data stream to PDCs and LCCs. The GOOSE protocol
is used to exchange information between intelligent electronic
devices (IEDs) based on the important events that occur in
the system. Such messages include power measurements going
between protection relays, status updates, sending command
requests, and critical messages that demand an immediate action,
e.g., a relay trip. The use of GOOSE for transporting PMU
data is also reported in several publications [1], but in this case,
repetition of the message would not be useful. Both GOOSE/SV
messages require very low transmission latency, which is the
main reason for running them directly on layer-2. However,
more recently, the routable version of these protocols known,
respectively, as R-SV and R-GOOSE has been defined, so that
it is possible to transport data from several substation networks
to a concentrator or a control center over user datagram protocol
(UDP) or transmission control protocol (TCP). Tunneling can

TABLE I
PAYLOAD DATA SIZE UNDER VARIOUS CONFIGURATIONS

also be used to carry layer-2 GOOSE/SV messages to points
outside a substation.

Assuming that the PDCs are located on the local substation
network, SV/GOOSE can be used for transmission from PMU
to PDC. However, since LCC is must necessarily be located
remotely and connect to multiple substations, all exchanges
between PDCs and LCC must be using either a routable protocol,
such as R-SV/R-GOOSE or by tunneling the SV/GOOSE proto-
cols. In the following, we largely focus on nonroutable versions
of SV/GOOSE, which can be carried over Ethernet frames riding
a SONET or similar lower level network. These are appropriate
for low-latency, and low-packet-loss communications. R-SV/R-
GOOSE instead usually rides TCP and are more appropriate for
less critical communications. Table I gives the size of payload
data in transmission and distribution substations under various
PMU/PDC configurations.

B. GOOSE Protocol

The GOOSE protocol operates on a publish–subscribe prin-
ciple, that is, each IED publishes its data stream, and other
interested entities (IEDs, PDCs, and LCCs) subscribe to it.
Thus, the communication is largely one-way; the subscriber does
not send any acknowledgement/negative-acknowledgement
(ACK/NACK) to the publisher, and thus, the publisher cannot
tell if the data were received correctly. The publisher can,
however, retransmit the data.

When GOOSE is used for communicating events, it will
typically generate bursts of messages (e.g., on an overvoltage
detection), with significant quiet periods in between. It continues
to retransmit these events (with successively increasing gap
between retransmissions) until a new event occurs. In such
a situation, the transmission interval exponentially increases
to the normal periodic interval. Assume that T0 is the time
interval between GOOSE messages in periodic mode, and
T1, T2, . . . , Tn = T0 are the time intervals in the burst mode,
with T1 < T2 < · · · < Tn. In IEC 61850, T0 is typically in the
range of 5–100 ms, whereas T1 is in the range of 0.5–5 ms [4].
After the first retransmission after T1, each successive interval
doubles until it reaches T0. The requirements for the delivery of
GOOSE messages are pretty stringent; the messages should be
delivered within 4 ms from the time an event occurs to the time
the message is received for protection and control applications;
this requirement is revised to 3 ms in IEC 61850-5 [4].

GOOSE tries to deliver messages in sequence by using two
fields called stNum (state number) and sqNum (sequence num-
ber). Every time a new event occurs, the transmitter increments
stNum and transmits a new message with this stNum. If no
event occurs and a time timeAllowedtoLive elapses, the
transmitted simply repeats the last message. Note that if the
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next event happens rather quickly, it is considered to override
the previous one and, hence, no repetition of previous message is
done. The countersqNum is incremented each time the previous
message is repeated.

C. SV Protocol

As stated earlier, SV protocol is primarily intended for fast
transmission of samples of analog measurements from various
substation devices on to the local bus for which it may use
very high sampling rates (e.g., 80–256 samples per cycle).
However, for use in the PMU context, the rates will usually
be far lower, perhaps less than once per cycle. Like GOOSE, it
also uses the publisher–subscriber model, it does not retransmit
data, since retransmission is not meaningful for data stream
delivery. Each SV PDU can include several measurements, one
per application service data unit (ASDU). Each ASDU contains
the measurement data (e.g., voltages and currents for each phase
in a three-phase circuit) plus some predefined fields, only one of
which is of interest here. This is smpCnt, which is incremented
each time a new data sample in ASDU is taken. smpCnt is only
2 B and it is reset every second through the TimeSync-based
synchronization protocol.

The sampling rate of SV involves two factors: measured signal
frequency and samples per period (SPP). IEC 61850-9-2LE
defines two SPP values of 80 and 256. Thus, if the measured
signal frequency is 50 Hz and SPP is 80, then the sending time
interval is 1/50/80, or 250 µs [5].

D. IEEE C37.118.2 Protocol

Even though this protocol is being replaced by IEC 81650-
9-5, it remains the most widely deployed protocol for PMU
communications and also lacks security. Each synchrophasor
measurement is tagged with a UTC timestamp consisting of
three components

1) Second-Of-Century (SOC);
2) FRACtion-of-SECond (FRACSEC);
3) Message time quality flag.

The SOC count is a 4-B integer count in seconds from UTC
midnight (00:00:00) on January 1, 1970. Each second is divided
into an integer number of subdivisions by the TIME BASE
parameter that is defined in configuration frame. The FRACSEC
count is an integer representing the numerator of the FRACSEC
with TIME BASE as the denominator. There is also a time
quality flag provides the accuracy of the time measurement.

E. Protecting Messages

In general, the adversaries may be passive or active. Passive
attackers eavesdrop on the communications between devices by
wiretapping the links between end devices and the substation
switches to obtain the message contents and traffic character-
istics of the substation; they neither modify the messages in
the channel nor communicate with the end devices. The objec-
tive of active attacks includes learning more about substation’s
operations, which can be helpful in later disruptions. In fact,
with the dramatic rise in analytics capabilities, a long-term silent
monitoring could derive important information about the types
and sources of messages. For example, an attacker may be able

to determine what type of perturbation will cause the greatest
disruption in the power flows through active attacks. Thus,
encryption may be desirable for privacy and integrity purposes,
although ensuring communication availability is regarded as the
primary goal in smart grids.

However, the current smart grid deployments generally do
not use any encryption or integrity protection to reduce com-
munication latency in time-critical applications; for example,
the standard for formatting and delivery of PMU data (IEEE
Standard C37.118 [6]) includes no end-to-end security mecha-
nisms. Although a standard IEC 62351 introduces several mes-
sage authentication code (MAC) algorithms to protect GOOSE
integrity, but it still allows an escape route for latency critical
messages by specifying an identifier in the message header to
zero. Thus, for time critical messages requiring a latency of
3 ms, no encryption is likely to be used. This includes GOOSE
and SV messages that are used to transmit both the stream-
ing PMU data and the event based data concerning load shed
and synchrophasor-assisted transfer trip [7]. The latter involves
sending a trip signal from one substation to another that could
be more than 100 miles away.

We make no assumption on the attacker’s ability to capture,
examine, or alter transmitted data or inject new data into the
system; however, we do not consider a persistent attack resulting
in denial of service (DoS). While our mechanism can detect DoS
attacks, it cannot prevent them; other mechanisms such as re-
dundant transmission or isolation may be necessary to deal with
DoS attacks. Our mechanism aims to harden the communication
protocol to ensure end-to-end confidentiality and integrity under
the assumption of trusted and uncompromised IEDs. Attacks
that exploit the hardware or firmware vulnerabilities to bypass
the integrity protection are beyond the scope of this article as
they require hardware and firmware attestation techniques.

Because of the one-way communication and a quiet overrid-
ing of previous message with a new one in GOOSE/SV, it is
simply not possible to synchronize the two sides precisely or
account for every message. Note that the PDC does have the
capability to send a message to PMU for special purposes (e.g.,
key exchange), which are outside the scope of the proposed
mechanism. The goal of our mechanism is to have the keys for
encrypting the next few messages ready before those messages
are generated, so that the encryption operation is a simple XOR

that can be done very fast. Such a mechanism can work well
in most situations, the only exception being cases where an
avalanche of messages is generated in short-time, possibly due
to many simultaneous faults.

III. PROPOSED INTEGRITY PROTECTION SCHEME

The purpose of the proposed mechanism is to ensure integrity
via the use of cyclic redundancy check (CRC) and confidentiality
via a fast encryption mechanism that generates a new key for
almost every message between transmissions so that the latency
can be largely hidden. This is summarized in Fig. 3. As depicted
in Fig. 3, the key Ki corresponding to Pi is calculated before
it arrives; thus, after the packet arrives, the payload is XORed
with the key to produce the ciphertext Ci before transmitting.
The XOR operation is very fast and does not have any significant
contribution to the encryption latency. Unfortunately, the use of
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Fig. 3. Timing diagram of PreKIP.

XOR along with CRC introduces some vulnerabilities that we
address by obfuscating the CRC, as discussed ahead.

A. Keystream Generation

Assume that the lengths of the original message and the CRC
checksum be Lm and Lc bits, respectively. Thus, we have a
plaintext of lengthL = Lm + Lc bits. Now, both the transmitter
and receiver need to generate the same keystream KS of length
at least L bits for a message without any explicit handshake. In
the following, we discuss the generation of KS, which will be
ultimately XORed with the plaintext to generate the ciphertext.

To generate KS for the jth new message, we start with a
one-time key skj , which is defined as

skj = K||saltj (1)

where || refers to the concatenation of a predistributed key K
and a per-transmission “salt” to make the key unique to each
transmission. We assume that K is either manually configured
on both transmit and receive sides, or communicated in an
out-of-band manner. Note that once we establish an encrypted
communication channel, K can be changed easily through a
handshake, and the best practice demands that this be done
periodically (e.g., once a month). The length of the preconfigured
key K should be adequate to avoid brute-force attacks, e.g.,
128 b.

However, saltj needs to be generated correctly for each mes-
sage by both transmit and receive sides without any further
message exchanges, as we shall discuss shortly in Sections III-
B–III-D for different communication protocols. The resultant
one-time key skj is not used directly for encryption; instead,
we compute a one-way, secure hash H over it so that the KS
does not reveal the key. The hash H could be SHA1, SHA256,
or another suitable one-way function. Notice that the resulting
message digest, say dj , will be a fixed length value Ld (e.g.,
160 b for SHA1 or 256 b for SHA256)

dj = H(K||saltj). (2)

Thus, to generate a long enough keystream, we utilize the
avalanche effect of the hash function H to output significantly
changing digests by adding an additional counter into the salting.
By concatenating the counter’s value cnt from 0 to N − 1
to saltj , we obtain N salts for each message, which are used

to generate N hash digests d
(i)
j , for i = 1, . . . , N . The final

keystream is then a concatenation of the hash digests.

KS = d
(1)
j ||d(2)

j || · · · ||d(N)
j (3)

whereN is chosen asN =
⌈

L
Ld

⌉
so that the KS is at least as long

as L. The KS is then XORed with the plaintext of length L. Our

salting scheme differs based on the communication protocols,
which we discuss in the following sections.

B. Salting Scheme for GOOSE

Here, we consider general GOOSE messages that are initiated
by specific events, as well as the retransmitted ones. The intent of
the salting scheme is to generate a unique KS for every message,
including both new and retransmitted messages; unfortunately,
given the lack of acknowledgements (ACK or NACK), it is very
difficult to realize this intent. As stated earlier, stNum is incre-
mented by 1 when the message transmits a new event andsqNum
is incremented by 1 if the message retransmits an old event. Thus,
to realize the intent, we need to set salt = stNum||sqNum for
every message, which means that stNum and sqNum must be
transmitted in the clear to the receiver, so that it too can construct
KS. However, that will expose the keys to the attacker, thus, the
receiver must be able to predict the pair (stNum,sqNum) before
it decodes the message, which we discuss in Section III-C.

One other situation to consider is the rollover of stNum.
First, the rollover of 32-b sqNum is a nonissue, since that can
only happen if the same message continues to be retransmitted
without success for a very long time. Note that sqNum will
be reset to 0 each time a transmission succeeds or the next
overriding event occurs. Furthermore, the rollover of stNum
is easily handled by the modulo arithmetic on both sender and
receiver sides, since there is no chance that a rollover would
collide with a previous message with stNum = 0.

C. Key Synchronization

To decrypt and verify the received message, the subscribers
need to use the same keystream KS. To this end, the subscribers
need to use the same salts as those on the publisher’s side. Recall
that each salt is computed from three parameters, i.e., 1)stNum,
2) sqNum, and 3) cnt. The cnt is easy to synchronize since it
takes the same values from 0 to N − 1 for all messages.

The challenge for synchronizing stNum and sqNum in
keystream generation is that both a publisher and its subscribers
cannot predict the next message is to transmit a new event or
to retransmit an old event (recall that keystreams are gener-
ated ahead of time and that the publisher keeps retransmitting
messages for an event until a new event comes). From the
publisher’s side, if a new event happens then it needs to send
a packet instantly with stNum = stNum+ 1 and sqNum = 0.
In an extreme scenario, multiple events can occur one after
other (or within an interval of very short time), the publisher
needs to prepare keystreams for the next several event driven
messages with increasing stNum values. The publisher can
do so by proactively maintaining a certain number (say N ) of
keystreams and storing it in a queue. Whenever a new event
occurs, the publisher can dequeue a new keystream, execute the
XOR operation and transmit. This is required only for critical
event reporting and not for PMUs. Furthermore, generation
of too many critical events at the same time is very unlikely;
therefore, a rather small value of N should be enough. The
publishers can generate the keystreams for the retransmitted
messages in between the message transmission intervals, with
sqNum = sqNum+ 1. As the minimum time interval for fast
retransmission is around 0.5–5 ms, such keystream generation
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process needs to be fast enough. Algorithm 1 summarizes the
keystream generation for the publisher.

On the other hand, the subscriber side also needs to generate
the same keystream to decrypt the incoming messages. To ensure
this, the subscriber follows the following set of steps after receiv-
ing the message. We assume that the subscriber is equipped with
a fast computing unit, so it can generate multiple keystreams
and try them out for decryption. Assume a normal operating
condition where the receiver knows stNum for the last received
message and sqNum = 0 (i.e., no message loss/retransmission).
Now, we have following four possible situations.

1) Next message also makes it to the receiver without corrup-
tion. In this case, the receiver can predict (stNum+ 1, 0),
decrypt the message, and do the integrity check. This is
the normal case and likely to occur in all but a small
number of cases.

2) Next k messages are lost (for some k ≥ 1), but the k + 1st
message, which is correctly received, is still generated
before the retransmission time of first lost message. In
this case, the receiver can estimate the number of lost
messages and predicts (stNum+ k + 1, 0) for a suitable
k. The probability of this case should vanish rapidly as k
increases.

3) No new messages are generated until it is time for retrans-
mission of the last message. This is the normal case of
retransmission, so the receiver can predict the keystream
with sqNum = sqNum+ 1.

4) Several messages are lost, including some new messages
and some retransmitted ones. In such a scenario, the re-
ceiver tries all combinations of (stNum+ k1,sqNum+
k2), where (k1, k2) vary from 0 to a certain threshold K.
A very smallK (e.g., 2) should be adequate in most cases.

In all cases, after decoding, the receiver will know the cor-
rect stNum and sqNum, which means that the operation can
continue. With PMU data, as long as the retransmission time is
larger than the time of next event, there is no situation where
a retransmission will be received. In other cases, the receiver
can infer from the timings how to predict stNum and sqNum.
The only situation where a prediction could be incorrect is if the
transmission delays vary a lot, so that the elapsed time does not
provide a reliable basis for prediction. This is unlikely to be the
case in SCADA networks.

The most time-consuming operation in the key generation is
the secure hash; therefore, to ensure that the key is ready for each

transmission, we require that the keystream generation time TKS

should satisfy the inequality

TKS = N · TH =

⌈
L

Ld

⌉
· TH ≤ T1 (4)

where T1 is the minimum retransmission interval and TH is the
time to execute the hashing once.

Note that in case of message loss, the receiver may need to
try decoding the message with multiple potential keys. This is
acceptable for the following reasons:

1) The receiver, being a PDC or LCC, has substantially
more computing power than the sender (a PMU), for
example, a desktop/server level machine as opposed to
a microcontroller.

2) The message loss probability is expected to be quite low
for nonroutable critical communications, and thus trying
with multiple keys is needed only occasionally.

3) When a message loss does occur, the 3-ms latency objec-
tive is unlikely to be met already, and a small additional
delay should not be significant.

D. Salting Scheme for SV and IEEE C37.118.2

Since SV is specifically intended for streaming data without
any retransmissions, the proposed mechanism is ideally suited
for it. The salting scheme for SV is a little more complex since
SV does not have an explicit sequence number. We can try to
generate it by using smpCnt of the first ASDU as the salt;
however, smpCnt is only 2 B, and it is reset every second. Thus,
smpCnt by itself is unable to provide a unique sequence number
for an ASDU. However, this issue can be addressed by defining
a virtual sequence number VsqNum, which is incremented each
time the smpCnt of first ASDU is reset to zero. Note that for
this to work, we need to make the implicit assumption that the
first ASDU sent by a PMU always concerns the same entity (e.g.,
the same bus). A 32-b counter is quite adequate as it overflows
in about 138 years. Thus, the pair (smpCnt, VsqNum) can
be a unique sequence number.

IEEE C37.118.2 messages are transmitted at relatively lower
frequencies, around 30–60 frames/s [1], which gives a gap
of 16.67–33.33 ms. Thus, the key generation key of around
10 ms should be sufficient for IEEE C37.118.2. As for IEEE
C37.118.2, we can use a combination of SOC and FRACSEC as
salt. The “TIME BASE” that defines the range of FRACSEC is a
configuration parameter and should not be changed during oper-
ation (it may be changed by taking the IED offline and making
configuration changes). As the IEEE C37.118.2 messages are
generated and transmitted periodically, the receiver can predict
the next salt (or set of salts in case of packet loss) for generating
the keystream. Effectively, the pair (SOC, FRACSEC) can act
like a unique sequence number.

E. CRC Obfuscation

The common practice of appending CRC code to the message
introduces a vulnerability in XOR-based encryption due to the
linearity property of CRC [8]. It is easy to verify that CRC(X
⊕ Y ) = CRC(X) ⊕ CRC(Y ). Thus, an attacker could XOR the
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TABLE II
KEYED OBFUSCATION AND DEOBFUSCATION

ciphertext X with an arbitrary message Y through a man-in-the-
middle attack and XOR CRC bits with CRC(Y ). This is easy to do
if the CRC bits appear in a known position in the message (e.g.,
at the end). The attacker could also choose Y such that CRC(Y )
= 0. To address this, we employ a keyed obfuscation algorithm
to shield the CRC bits, disabling CRC cracking attacks. The
obfuscation function should alter the CRC significantly and yet
should be easily recoverable using the key.

In the obfuscation approach used here, we apply a trans-
formation involving the nth bit of the CRC by using the 2n
and (2n+ 1)th bits of the keystream KS, as shown in Table II.
As a result, the bits in the CRC segment become obscure and
“nonlinear” to attackers (unless they have access to the key). It
also becomes impractical to perform brute-force attacks since
repeated CRC verification failures is unusual and can be used to
trigger alarm.

F. Message Embedding and Verification

After obfuscating the CRC, the publisher uses the first L bits
of KS to encrypt the concatenation of the message and the ob-
fuscated CRC by performing an XOR operation. Upon receiving
the message, the subscribers reverse the previous process by the
following:

1) decrypting the message with the first L bits of KS;
2) deobfuscation the CRC based on the operations in

Table II;
3) verifying the derived CRC.

The received message is untampered if the CRC checking is
passed.

Notice that this mechanism achieves the confidentiality using
the one-time key encryption mechanism, whereas the message
integrity is provided in two ways. First, the receiver predicts the
salt for the next message to decrypt it, and after the decryption it
matches the salt with the corresponding portion of the message.
For example, in case of GOOSE, the salt consists of stNum
and sqNum, which can be matched with the original message
after decryption. Similarly, in case of SV, the smpCnt is used
in the salt, which can also be checked with that of the decrypted
message. In addition to matching the salt fields, CRC can further
check for integrity.

G. Secret Key Management

Recall that the initial secret key K is shared among the
publisher and its subscribers. In XOR-based stream ciphers,
attackers who have access to the original plaintext afterwards
(from published PMU datasets) can gain access to the keystream
by XORing the plaintext and the sniffed ciphertext, namely theN
hash digests dj . However, because of the one-way hash function,

it is very difficult to derive the original string from there (which is
required to get at the underlying fixed key). Nevertheless, there is
some risk in using the same fixed secret key for extended periods.
Therefore, the transmitter can exploit our encryption mechanism
to occasionally provide a new key to the subscribers.

IV. SECURITY ANALYSIS

The proposed scheme provides confidentiality and integrity in
the presence of passive or active attacks. A powerful attacker (for
example, an inside attacker) can acquire both the plaintext and ci-
phertext of messages transmitted in the substation system. Thus,
it can obtain the historical keystreams easily by performing an
XOR calculation over the plaintext and ciphertext of the same
messages. Note that the keystreams are the digests output by
hash functions with the shared secret key and the synchronized
salts. Through the historical keystreams, the attacker can collect
hash samples, mappings between hash salts, and hash digests.
Then, the attacker can make attempts to find out the secret keys
ski with these samples.

With a 128-b preconfigured key, a brute-force attack needs
2127 attempts to discover it. The SHA1 secure hash used as the
H(·) function is known to have a collision attack length of 63 b.
In practice, this is more than adequate since the collision attacks
are unstructured. However, we did use of SHA-256 as well,
which not only raises the collision attack length to 128 b [9],
but turns out to be more efficient overall for reasons mentioned
later. We have also tried SHA-512, which may or may not be
desirable depending on the availability of long-word arithmetic.
In the following, we analyze the security of the proposed method
with respect to CRC and replay attacks.

A. CRC Attacks

We assume an active, strong adversary who has access to
the encryption machine without the knowledge of the secret
key. The adversary can control the parameters stNum, sqNum,
and cnt, and can input arbitrary measurements to the en-
cryption machine and generate corresponding ciphertexts. Such
an adversary is able to encrypt different measurement pay-
loads using the same keystream. In particular, to mount a
successful attack and perturb a message y without disturbing
the integrity, the adversary only needs to generate a message
x such that CRC(x) = 0. If CRC(x) = 0, then for all y,
CRC(x ⊕ y) = CRC(x) ⊕ CRC(y) = CRC(y). The adversary
can compute (KS ⊕ (x||CRC(x)))⊕ (KS ⊕ (y||CRC(y))) =
(x||CRC(x)))⊕ (y||CRC(y)), where KS is the keystream. If
CRC(x) = 0, then for all y, CRC(x ⊕ y) = CRC(x) ⊕ CRC(y)
= CRC(y).

The CRC obfuscation avoids such an attack by altering the bit
value or the position of every CRC bit to the key KS. The result
is an obfuscated CRC with length more than 32 b. Without the
key, attackers cannot determine which bits belong to the original
CRC and, therefore, cannot leverage the linear properties of CRC
to perform active attacks. Moreover, the intercepted messages
are encrypted with a stream cipher, which further random-
izes the bit value distribution of the obfuscated CRC. When
intercepting a ciphertext, the attackers cannot determine the
correct positions and, thus, cannot modify the original message
at will.
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Fig. 4. Performance of PreKIP. (a) PreKIPvs. AES and HMAC. (b) SHA-1 versus SHA-256 for key generation. (c) PreKIP performance on LPC2148.

B. Replay Attack

The adversary can launch a replay attack by overhearing
a legitimate message and replaying it at some later time. In
PreKIP, as the hashing is salted by incorporating the state
number, sequence number, and a counter, a replayed message
can easily be identified and discarded at the control center. The
adversary may only succeed if he replays a message within a
short time window of its origin; however, such an attack will not
have a detrimental impact on knowing the current state of the
grid and it cannot perturb the state as it would be easily detected
and discarded.

V. PERFORMANCE EVALUATION

A key issue in the performance of an integrity protection
algorithm is the resource-constrained microprocessors used by
PMUs. Although the power of these processors is increasing,
it will always be limited because of the small form factors.
In this section, we show that PreKIP is substantially faster
as compared to other well-known cryptographic algorithms
and can meet the timing requirements of IEEE C37.118 even
when implemented on a rather low-end microprocessor, such as
LPC2148 [10].

Comparison between PreKIP and other schemes: We first
compare between PreKIP and other well-known security and
integrity techniques are summarized in Fig. 4(a). The results
are obtained from an Intel Core i5-6500 T @ 2.50 GHz pro-
cessor with 16 GB RAM, with compiler optimizations set to
minimize execution time. The motivation to use a desktop-class
processor is to check how well the algorithm will perform for
intrasubstation use of the GOOSE/SMV protocols, which are
likely to have such processors. We will later study performance
on a microprocessor as well.

All the simulations are averaged over 100 runs. In PreKIP,
we define the postprocessing stage as the stage after the event (or
packet) arrival, which includes CRC computation, obfuscation,
and encryption. The postprocessing stage on the subscriber side
is symmetric.

In Fig. 4(a), we have compared the postprocessing stage of our
proposed PreKIP scheme along with 1) AES-CBC-128 (128-
b AES with block chaining) and 2) HMAC-256 (256-b hash-
based MAC). As compared to AES encryption, HMAC signature
generation is∼3× faster with a payload size of 400 B. However,
AES decryption performs poorly, which results in ∼16× slower
decryption than HMAC verification.

While comparing between PreKIP and HMAC-256, we
observe that PreKIP is roughly 21× faster with a payload
length of 10 B, and ∼4× faster with 400-B payload, than its
nearest competitor HMAC-256, and even more as compared to
others. In fact, PreKIP only takes 3–4 µs in the postprocessing
stage with is much lesser than the interpacket transmission
time of SV (i.e., 173–416 µs) and the minimum retransmission
interval of GOOSE (i.e., 0.5–5 ms). Notice that in Fig. 4(a),
HMAC embedding and verification takes up to 12 and 14 µs,
respectively, which also fulfills the timing requirement of both
SV and GOOSE. However, PreKIP is several times faster and,
thus, can be implemented even older/cheaper processors than
HMAC. At the same time,PreKIP also provides confidentiality
of the information in addition to integrity. This experiment
clearly shows the lightweight nature of PreKIP that makes it
suitable for such low-latency crypto applications.

Key Generation Latency of PreKIP: Fig. 4(b) shows the
key generation latency of PreKIP. We have compared SHA-
1, SHA-256 and SHA-512 for generating the digests. From
Fig. 4(b), we can observe that the key generation using SHA-256
is faster as compared to SHA-1, whereas SHA-512 is the fastest.
This is because of the fact that for a message with length L, and

a digest length of length Ld, the hash function is called
⌈

L
Ld

⌉

times. Even if SHA-1 is faster than SHA-256, the
⌈

L
Ld

⌉
for

SHA-1 is larger due to its smaller digest size (20 B as compared
to 32 B in case of SHA-256). Hence, SHA-256 performs much
faster than SHA-1 in key-generation phase, especially for larger
message length. For the same reason, the key generation time
of SHA-512 is also faster than the other two. Also notice that
the key generation of PreKIP is actually slower than HMAC
embedding. This is because of the fact that, in PreKIP, the

hash function is called
⌈

L
Ld

⌉
times, as opposed to just once in

HMAC. However, this does not matter for smart grid message
forwarding so long as the keystream is generated in between the
samples (or retransmissions).

Performance of PreKIP on LPC2148: Fig. 4(c) shows
the performance of PreKIP on LPC2148 microprocessor.
LPC2148 ARM7TDMI microcontroller has a limited memory
with 40 kB of on-chip static RAM and 512 kB of on-chip
flash memory. Because of this limitation, it is not possible to
implement arbitrary algorithms on it. Therefore, we have shown
our evaluations only for PreKIP. Fig. 4(c) also shows faster
key generation with SHA-256 as compared to SHA-1. Even
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with the largest message size of 400 B, the key generation is
only 11 ms with SHA-256. With typical PMU reporting rate
of 60/s, the total intersampling time is 16.67 ms, which is ade-
quate for key generation, CRC computation, obfuscation, and
encryption using the LPC2148 microprocessor. Furthermore,
the postprocessing stage is extremely fast, and just takes less
than a millisecond. This shows the feasibility of implementing
PreKIP on a low-end microprocessor for real-life applications.

From Fig. 4(c), we can also observe that LPC2148 micro-
processor will not be suitable for SV or GOOSE message
integrity checking when the sampling rate is 173–416 µs or the
minimum retransmission interval is 0.5–5 ms. However, such
high rates are unnecessary for transmitting PMU data (30–60
samples/s or 1/2 sample/cycle). In such applications, PreKIP
can provide a secured communication even with an inexpensive
microprocessor like LPC2148.

It is seen that the key generation with SHA-512 is slower than
that of SHA-256 in Fig. 4(c). This is due to the use of 16/32-b
ARM7TDMI-S microcontroller [10] in LPC2148, which does
not do well on long-word arithmetic as compared to a 64-b Intel
processor used in Fig. 4(b).

VI. RELATED WORK

Cybersecurity in smart-grid communication system is a well-
mined area, and multiple research studies have been conducted
in this area [11], [12]. As already indicated, IEEE C37.118 does
not provide any security features [6]. Ustun and Hussain [13]
provide a very recent review of cybersecurity challenges in IEC
61850-substation network. To alleviate the security issues, IEC
62351-6 [14] recommends RSA digital signature algorithm for
signing and verifying the substation messages. However, the
timing-related performances are studied in [15]–[18], which
raised concerns over the applicability of RSA-based signature
scheme for GOOSE messages.

Ishchenko and Nuqui [15] and Elbez et al. [18] have fur-
ther studied that HMAC-based schemes provide faster integrity
check as compared to RSA-based schemes and can satisfy the
timing requirements for the GOOSE messages with today’s
commodity processors. Farooq et al. [19] have implemented
and compared a framework for RSA- and MAC-based digital
signature schemes. Mohammed [20] has presented a sequence
hopping algorithm for securing the GOOSE messages. However,
this requires a separate sequence synchronization and monitor-
ing server, thus needs a separate infrastructure to be installed. As
opposed to these contributions, we proposed a novel lightweight
solution for the confidentiality and integrity problem mecha-
nism, where the key is generated within subsequent message
transfer, and thus the postprocessing stage is about 4–21 times
faster than an HMAC scheme. The scheme also provides extra
confidentiality and is secure from well-known attacks.

VII. CONCLUSION

The article presented PreKIP, a lightweight and secure
integrity protection algorithm for critical smart-grid communi-
cations. It achieved low latency by generating a new key between
samples that can be simply XORed with the generated sample.
We showed that our mechanism incurs negligible latency during
the postmessage arrival stage and is secure against powerful
adversarial attacks. The proposed scheme was 4–21 times faster

than competitive HMAC schemes, and even faster than other
crypto algorithms. The proposed algorithm can also be used
in other applications so long as there is a minimum gap be-
tween successive messages to allow for key generation without
increasing the latency (e.g., vehicle-to-vehicle communications
in intelligent transportation systems).
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