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Abstract- Content-Centric Networking (CCN) is a promising
framework for the next generation Internet architecture, by
exploiting ubiquitous in-network caching to minimize content de-
livery latency and reducing the network traffic. In this paper, we
introduce a neighborhood aware mechanism for content caching,
named Neighborhood Aware Caching and Interest Dissemination
(NACID) that accounts for the popularity of contents and how
close the content copies are there in the neighborhood. We
have adopted a Bloom Filter based dissemination of caching
information in the neighborhood so that its overhead remains
small. Given the neighborhood cached contents the proposed
scheme decides when and how to handle the additional caching
of content and its eviction. Simulation results show that NACID
provides an increase in up to ∼3 times of cache hits, and decrease
in up to ∼30% the number of hops required to get the contents
than existing CCN caching policies.

Index Terms—Content centric networks, Caching, Interest
dissemination, Content popularity, Zipf distribution.

I. INTRODUCTION

The tremendous growth of Internet traffic in recent past
propels the necessity of modifying the Internet architecture
in an efficient way. Based on Cisco’s VNI report [1], the
Internet traffic volume has increased eight times in the last
five years. The annual traffic volume is anticipated to increase
by 29%. Among the Internet traffic, the video traffic itself
accounts for 86% of all the IP traffic in 2016 [1], which will
continue to grow due to the growing demands for bandwidth-
intensive services such as high definition VoD or time-shift
TV services [2].

Most of these traffic are content retrieval applications.
This compels the Internet designers to shift from sender-
driven end-to-end communication paradigm to receiver-driven
content retrieval paradigm [3]. The emerging information-
centric networking (ICN) [4] architectures are based on the
observation that unlike the classical Internet architecture that
is based on the addresses of nodes and routing between these
addresses, the new Internet architecture should instead focus
on information availability and demand. That is, a piece of
information should be identified by its own characteristics
rather than where it resides, and its spread in the network
should be controlled by information availability, demands, and
delivery needs (e.g., hard real time, transactional, etc.). These
ideas have been investigated generally under the name content-

centric networking (CCN) [5], [6], [7], and more specifically
under the NSF FIA project called Named data networking
(NDN) [8]. Thus a key concern in ICN/CCN/NDN is where
to host the content most efficiently based on the demands that
may be changing dynamically. This is done by using a publish-
subscribe model to match the demand with availability and
a dynamic caching mechanism to move the hosting of the
content closer to the demand points.

In-network content caching is not new and has been studied
in other network domains such as Web service, P2P, CDN
[9], [10], [11]. However such mechanism is not suitable for
directly applied in CCN caching, due to the lack of unique
and universal content name. For example, in Web caching if
two copies of the same content are placed in different servers
of different content providers, different URLs are used to
identify and access the content [3]. This makes the existing
Web caching or CDN caching unsuitable for CCN caching.

Caching of contents in CCN is also well studied [12], [13],
[14], [15]; however, all of the schemes that we are aware
of use the notion of path caching. That is, if the content
is located at an origin node 𝑥, and node 𝑦 requests it, most
schemes cache it along the path, although the decisions about
which nodes cache it varies. For example, the content may
be cached at every node in the path, at the next node down
from the last caching place, etc. In contrast, we propose
a Neighborhood Aware Caching and Interest Dissemination
(NACID) scheme where the caching decision is made based
on whether there is any copy of the content exists in the
neighborhood of the requesting node, and how far the requester
needs to go to fetch the content. We link this cost to the
predicted demand for the content and its obsolescence rate.
The simplest characterization of the neighborhood size can
be in terms of number of hops from the requesting node;
however, more sophisticated metrics such as a given delay
limit can also be considered. Also in a CCN different links
have separate costs (capacities, traffic volumes, delay etc.),
thus in NACID the nodes need to consider the routes in
between their neighborhood content stores along with their
route cost, before evicting the content.

The main contributions of this paper in enabling neigh-
borhood aware caching are as follows. First, we present an
efficient dissemination mechanism of caching information in
the neighborhood so that its overhead remains small. We
propose a Bloom Filter based light-weight cache dissemination
approach for doing this. Given these, we next propose a two-This research was supported by the NSF grant CNS-1542839.
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Fig. 1: An abstract model of PCDN. “R” denotes a retailer.

level caching architecture in NACID. In one level the caching
decisions are taken in a synchronous (i.e., driven by the
arrivals of the newer contents) manner, whereas asynchronous
(i.e., done periodically as a housekeeping activity) policy is
adopted for the other level. These two operations need to be
done carefully else they could result in thrashing, bandwidth
waste, and additional delays. We develop a two-level (short-
term and long-term) caching scheme to address these issues.
The paper quantifies the advantages of the proposed approach
via extensive simulation studies that show that the NACID
increases the cache-hit ratio up to ∼3 times, whereas the hop-
reduction percentage goes down up to ∼30%.

The outline of this paper is as follows. Section II de-
scribes the key motivation behind developing the NACID
architecture. Section III proposes the system model, content
popularity distribution and network architecture assumed in
our scheme. Section IV introduces the proposed neighborhood
aware caching scheme and describes the operation and inter-
action of the two-level caching mechanism. Section V shows
the simulation comparison of NACID against other well-
known existing schemes. Relevant literature and discussions
are summarized in section VI. Finally, the paper is concluded
in section VII.

II. MOTIVATION BEHIND NACID

Interestingly the key motivation behind this work stems
from our recent efforts for building an efficient Perishable
Commodity Distribution Networks (PCDN) [16], [17], [18],
[19]. We observe that a significant amount of synergies exist
between the PCDN logistics and the CCN architecture. Fig. 1
shows a typical PCDN logistics architecture, which also works
as a producer-consumer model similar to CCN. In PCDN
the commodities move from “source” to “destination” end-
points, the former being farms and manufacturing/assembly
plants, and the latter retailers and other large customers
(e.g., restaurants, hospitals), though there is generally no
transportation in the other direction. Commodities flow from
source to destination via a number of intermediate points
which include local, regional, and global distribution centers
as shown in Fig. 1. These nodes can store full or empty
containers, change container contents (by removing, adding,
or exchanging packages), load/unload containers on carriers,
handle damage/misdelivery, etc.

Perishability is a key QoS driver in PCDN. Products often
deteriorate in quality or in value/usefulness as a function of
flow time through the logistics system. The deterioration as
a function of time 𝑡 can be described by a non-decreasing

function that we henceforth denote as 𝜁(𝑡). In general, 𝜁(𝑡) is
linear for fruits or vegetables and exponential for fish/meat. In
CCN too the value of information declines steadily with the
delay incurred. One significant example of perishable content
is the breaking news stories that are typically updated period-
ically based on the new developments. The older versions get
progressively less useful, and at some point worthless.

At the same time in PCDN the popular commodities are
stored and ordered in large quantity compared to the others,
which again is identical to the caching of more popular
contents against the rare ones. Thus proactively storing a
popular commodity in logistics is often beneficial compared
to the unpopular ones. In PCDN a sudden demand at a
retailer can be satisfied from some nearby distribution points
or retailers (instead of bringing all the way from the “source”).
This is technically known as lateral distribution in logistics.
CCN has the similar characteristics in that the content can
be fetched from some neighboring cache, rather than bringing
from the actual source server as in IP.

The above producer-consumer based PCDN model has three
key fundamentals concepts that we want to capture in NACID.
First is the perishability characteristics of Internet contents
which needs to be stitched into the network model so that
the users get up-to-date contents upon request. Second is the
notion of dynamic popularity of the contents, and we use it
to model a benefit function of caching (or not) the contents
in CCN routers. Third is to model the lateral transfer from
neighborhood caches, which results in neighborhood aware
caching in CCN context. We next discuss these points in
section III and section IV.

III. THE SYSTEM MODEL

In CCN the content popularity is determined by how often
a piece of content is requested. Recent studies [20], [21]
show that the users are attracted to only few contents, while
others are accessed rarely. In fact a significant portion of the
contents are one-timers. Therefore, the content popularity is
commonly modeled with the Zipf distribution function. In a
Zipf distribution, out of the population of 𝑁 contents, the
frequency of the 𝑖-th content is given by

𝑓(𝑖, 𝛼,𝑁) =
1
𝑖𝛼∑𝑁

𝑗=1
1
𝑗𝛼

=
1
𝑖𝛼

𝐻𝑁,𝛼
(1)

where 𝛼 is the Zipf exponent and 𝐻𝑛,𝛼 =
∑𝑁

𝑗=1
1
𝑗𝛼 the

generalized harmonic number of order 𝛼. In literature the
range of 𝛼 is varied from 0.6 [22] to 2.5 [23].

However, the popularity of a content varies from region
to region. For example, a regional news or sport may be
popular within a region but will be rarely accessed by the
users in other regions. Thus the popularities of programs with
regional dialects or importance greatly varies spatially and
temporally. To predict this dynamic and regional popularity,
we assume a simple content demand prediction model using
the simple moving average model (SMA) [25]. SMA is used
for predicting time series, where the value of 𝑌 at time 𝑡+ 1
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(a) (b) (c)

Fig. 2: (a) Frequency of content accesses versus content ranking for Kosarak trace [24] (𝛼 = 1.99). Comparison of LRU and moving average
with (b) cache size = 100, and (c) cache size = 500.

is predicted by taking the simple average of the most recent
𝑚 values, i.e. 𝑌𝑡+1 = (𝑌𝑡 + 𝑌𝑡−1 + . . .+ 𝑌𝑡−𝑚+1) /𝑚. More
complicated prediction models [25], [26], [27] can also be
used, however, in this paper we consider SMA for the content
demand prediction because it is simple, lightweight and can
be easily implemented in CCN routers.

To evaluate the effectiveness of SMA based prediction based
caching against the least recently used (LRU) based caching,
we use a real dataset named Kosarak [24] that is widely used
and reported in the data mining literature. Kosarak is a click-
stream dataset of a Hungarian online news portal that has been
anonymized, and consists of transactions, each of which is
comprised of several integer items. In our experiments, we
consider every single item in serial order. Fig. 2(a) shows
the number of times a content has been accessed versus
the ordering of the content in the trace. In Fig. 2(a), the
contents are sorted (or ordered) based on their frequency in
the trace file, where order 1 is the most frequently accessed
content. From this figure we can observe that ignoring the far
end of the tail, the curve fits a straight line (in the log-log
scale) reasonably well, which implies that the content access
frequency is proportional to 1/𝑖𝛼 as stated in equation (1).

Fig. 2(b)-(c) show the comparison of LRU and SMA (ties
due to identical 𝑌 are broken based on the content recency)
with cache size 100 and 500 respectively, where the contents
are assumed to arrive at one per second. We assume 𝑚 = 5 for
Fig. 2. From these figures we can observe that the simple mov-
ing average based content access prediction scheme improves
the cache hit by ∼10-12%. Similar improvements are also
observed with other well-known trace files [24], [28]. Such
popularity predictions are useful for taking effective caching
decisions as discussed in section IV.

Content freshness is another important requirement of any
CCN architecture. Contents are updated occasionally in to-
day’s Internet, the frequency of which is dependent entirely
on the type of the contents. For example, news stories
become stale sooner compared to reality shows or movies
since they are constantly updated. Also, different types of
news have different update rates and useful life, e.g., those
concerning a fast moving disaster vs. normal events. En-
suring content freshness is crucial to serve the clients with
up to date information [29]. To incorporate content fresh-

ness in NACID, we consider a few CCN nodes, defined as
Repositories (Repo in short) that are deployed in different
regions, with larger storage compared to the routers. Such
nodes act similar to the content delivery routers, and are sup-
ported in NDN architecture [8]. These nodes work as content
servers in their neighborhood regions, as shown in Fig. 3.

Fig. 3: The proposed CCN architecture.

Such an architecture
is very similar
to the PCDN
architecture shown
in Fig. 1, where the
local, regional and
global distribution
centers correspond
to the content
routers, Repos, and
actual server respectively. In such an architecture, Repo
periodically/occasionally consults with the original servers
to check whether certain contents are stale and/or expired.
Whenever it finds a change in some contents, it fetches the
updated contents and broadcasts to it’s neighboring routers
using a Bloom Filter to purge those contents. Thus further
requests for those contents are directed towards the Repo,
which sends fresh and consistent contents. In this paper,
we only consider exploring caching and content interest
dissemination mechanism for fetching the contents from a
Repo to a number of neighboring content routers. The details
of the message passing between the Repos and the actual
servers for maintaining fresh contents is beyond the scope of
this paper.

IV. NEIGHBORHOOD AWARE CACHING AND INTEREST

DISSEMINATION IN IN (NACID)

We next introduce a neighborhood aware mechanism for
content caching and information dissemination scheme for
CCN. We assume that each CCN router is assigned a unique
ID with a flat or hierarchical structure [30]. We also assume
that the contents are divided into smaller chunks which are
identified by their unique names or IDs. Compared to the pre-
viously studied schemes [12], [13], [14], [15] on path caching,
in NACID the caching decision is made based on (a) where
the content exists in the neighborhood of the requesting node,
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Fig. 4: The overall NACID architecture.

and (b) its predicted content demand and its obsolescence
rate. The overall NACID architecture is shown in Fig. 4. The
entire scheme is summarized below, by describing the two key
modules, named Cache Engine and Routing Engine that run
at each router.

A. Cache Engine

The main challenge in enabling the neighborhood aware
caching is the advertisement of the cached content-chunks,
while keeping the overhead small. To address this is-
sue, we propose a two-level caching scheme, as shown
in Fig. 5. We assume that the entire cache/Content
store (CS) of a node is divided into two levels,
the upper level is the long-term cache (LTC) where

Fig. 5: Two level
caching.

the most useful content-chunks are
cached. The rest is used to reserve the
less useful chunks, and is known as
short-term cache (STC). The STC cache
is updated at each arrival of a chunk,
to check whether the chunk is going
to be cached or not. Occasionally the
existing cache is reshuffled, where more
useful chunks are transferred to the LTC
and others are placed in the STC. This
reshuffling can be done either periodically or when the the
STC is changed significantly. After such an update, the infor-
mation regarding the LTC chunks is broadcast up to a certain
number of hops, which is defined as broadcast range ℬ. As
the number of contents is extremely large or infinite (as new
contents are continuously generated), we use Bloom filter (BF)
to encode the presence of a content in a router’s LTC.

A Bloom filter is a hash-coding method used to represent
a large set and at the same time supports membership queries
on the set. The key difference between Bloom filters and
traditional hash based representations of a set of elements
is that the space required for Bloom filters is considerably
reduced at the cost of permitting a small fraction of errors.
Each content (key) is hashed using 𝑘 different hash functions
and the resulting “hash positions” are updated to 1. When there
is a membership query for a key (or content), if all 𝑘 hash
positions of the key are set to 1, then a positive membership
query is returned. While the false negative probability is zero,
the false positive probability is a tunable parameter, which

depends on the size of the filter. BF offers an efficient way
to represent the set of cached chunks and takes 𝒪(1) time to
check whether a given chunk is within the set.

The LTC cache remains unchanged throughout the up-
date interval (i.e. the time in between two successive cache
reshuffles). By keeping the LTC chunks unchanged within an
interval, the BF broadcast is limited to one per interval. In
this manner, the nodes share their partial cached chunks (only
LTC chunks) information in their neighborhood, with limited
broadcast overhead. Given such a mechanism, it is easy to
reactively cache the incoming chunk if it is not available in
the close neighborhood.

Each CCN node runs a caching engine (see Fig. 4) that
maximizes the overall benefit of its cache, which we define
shortly. For STC the caching decision is to check which chunks
(if any) are to be replaced, upon arrival of a new chunk.
In contrast, the purpose of cache reshuffling is to choose
the most useful chunks to store in LTC and broadcast. At
any instant 𝑡, the benefit (𝑤𝑖) of a chunk is proportional
its cost-demand factor, which is the product of the moving
average of its access demand 𝑌𝑡 and the cost 𝑐𝑡 to get it
from the nearest neighbor. The chunks with identical cost-
demand factor are differentiated based on their recency. Thus
𝑤𝑖 = 𝛼𝑐𝑡𝑌𝑡+

𝛽
max(Δ𝑖,𝜀)

(
𝛼 ≫ 𝛽

𝜀

)
, where Δ𝑖 is the difference

between the current time and the time when a chunk was last
encountered. The term 𝜀 ensures that the second factor cannot
be a dominating factor for very small Δ𝑖. The intuition behind
calculating 𝑤𝑖 is as follows: it is beneficial to cache a chunk
that has (a) high demand 𝑌𝑡, (b) is cached in a router that
is far away (i.e. high 𝑐𝑡), and (c) is recently encountered (i.e.
low Δ𝑖). With these, the general caching problem is described
as follows. Assume that 𝑦𝑖 is the decision variable to check
whether a chunk is going to be cached or not, and 𝑠𝑖 is the
size of the 𝑖-th chunk. Then the problem is to choose certain
chunks from a set of ℳ, that can be accommodated in a cache
size of 𝐶, which can be formulated as follows:

Max
ℳ∑
𝑖=1

𝑤𝑖.𝑦𝑖 subject to
ℳ∑
𝑖=1

𝑦𝑖.𝑠𝑖 ≤ 𝐶, 𝑥𝑖 ∈ {0, 1}
(2)

The above problem is identical to the 0-1 Knapsack prob-
lem [31] in combinatorial optimization, which is proven to be
NP-hard. We thus propose a greedy heuristic which is similar
to the greedy knapsack solution, as described in Algorithm
1. The scheme first sorts the chunks in decreasing order of
𝑤𝑖

𝑠𝑖
and then caches them sequentially until the cache space is

filled up.

Algorithm 1 Greedy caching
1: INPUT : Cache capacity 𝐶, benefits (𝑤𝑖) and sizes (𝑠𝑖) of chunks 𝑖 =

{1, 2, ...,ℳ}.
2: OUTPUT : Vector 𝑦𝑖 ∈ {0, 1} ∀𝑖 ∈ {1, 2, ...,ℳ}.
3: Sort the chunks in decreasing order of 𝑤𝑖

𝑠𝑖
, i.e. 𝑤1

𝑠1
≥ 𝑤2

𝑠2
≥ ... ≥ 𝑤ℳ

𝑠ℳ
;

4: Define ℓ = min{𝜉 ∈ {1, ...,ℳ} :
∑𝜉

𝑖=1 𝑠𝑖 > 𝐶};
5: 𝑦𝑖 = 1 corresponding to the chunks (1, 2, ..., ℓ− 1) and 0 otherwise;

We note the following properties of our greedy algorithm:
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Observation 1: If the cache size is much larger than
the maximum chunk size, and max{𝑤𝑖} <<

∑ℳ
𝑖=1 𝑤𝑖, then

greedy algorithm approaches to the optimal solution.
Proof: The solution of Algorithm 1 and the continuous (or

LP-relax) version of the knapsack problem differs by at most
one element. The 0-1 knapsack problem is upper bounded by
its LP-relaxation version, and Algorithm 1 differs from the LP-
relaxation version by just one element. Thus in the limiting
case of large cache, Algorithm 1 approaches to the optimal
result, provided max{𝑤𝑖} <<

∑ℳ
𝑖=1 𝑤𝑖.

Observation 2: When all chunks are of same size, the greedy
algorithm converges to the optimal solution.

In our simulations, we assume that all contents-chunks
are of equal sizes, which is generally assumed in the liter-
ature [26]. The assumption can be justified as follows: for
heterogeneous content sizes, the contents are split into chunks
of identical sizes where each of them can be considered
as individual contents. Such equal size chunks are used in
Dynamic Adaptive Streaming over HTTP (DASH) protocol
which usually splits each video content into several equal-
sized chunks, as reported in [26].

Algorithm 1 is used asynchronously at the time of cache
reshuffling, to keep the most useful chunks to LTC, whereas
others go to STC. The same algorithm is used to reactively
make the decision of caching (or not) the incoming chunks
in STC depending on their benefits. Notice that for identical
content-chunk sizes, this reactive mechanism just requires a
benefit comparison between (a) the newly arrival chunk and
(b) the chunk with least benefit in STC, and thus can be done
at line speed of the routers.

B. Routing Engine

Another component in Fig. 4 is the Routing Engine that
forwards the Interest packets. The existing CCN mechanisms
forward Interest packets towards the content server through
the shortest path since they are unaware of the cached chunks
in their neighborhood. Since our mechanism is aware of
the caching (only LTC chunks) in the neighborhood via a
Bloom Filter (BF) mechanism, the routing engine forwards
the Interest packets towards the nearest (or least cost) cache
instead. To calculate the cost among their neighbors, the
nodes periodically exchange the updated link cost information
(bandwidth, traffic volume, congestion, delay etc.) in their
neighborhood. For simplicity we assume hop-count as a cost-
metric for our simulations. Each router maintains this infor-
mation along with the broadcasted BF from its neighbors in its
Neighbor table (or Neighbor base). Upon arrival of a new BF
from any neighbor, this table is updated corresponding to that
neighbor. This table is referred by the routers to forward the
Interest messages towards the nearest cache. If no neighbor
entry is available corresponding to a chunk, it is forwarded
towards the Repository.

C. Putting It Together

With these we next propose the overall procedure of
NACID. If a CCN router is interested in a content-chunk

that is not there in its cache, it first checks whether the
chunk is there in its neighborhood by consulting with the
Neighbor Base. If it is not found in the Neighbor Base,
the Interest is forwarded to the Repo. Otherwise the Interest
is forwarded to the neighboring router with least cost. The
Interest packet carries the ID of the neighboring router that
has the chunk. Along with the ID, the Interest packet also
carries a setAggregate flag which is set to true by default
(we describe the use of this flag shortly).

Each router receiving an interest should first check whether
the requested chunk is present in its local cache by looking
up the Content Store (CS) table. If there is a hit, the router
forwards a copy of the chunk to the requester along the reverse
path. Otherwise the router forwards the Interest towards the
router/Repo whose ID is mentioned in the Interest packet.

The Pending Interest Table (PIT) is used to record the
ongoing requests. When a router generates an Interest, each
router in the path towards the destination adds an entry in its
PIT. When the response comes back, this table is used for
sending back the requested chunk through the reverse path
towards the sources of the Interests. While forwarding the
chunk back in the reverse path, the CacheEngine of the CCN
routers determine whether to replicate the chunk in the STC
based on the proposed caching strategy. Each Interest has an
associated lifetime; its PIT entry is removed when the lifetime
expires. When multiple Interest packets (with setAggregate =
true) for the same chunk arrive at a CCN router, only the first
Interest packet is forwarded whereas others are suppressed for
reducing the network traffic.

Notice that the effectiveness of the forwarding mechanism
depends on the BF size as well as its false positive probability.
Due to the false positive probability, an Interest packet can
be forwarded to a router 𝑖 that does not have the desired
chunk. In that case router 𝑖 detects it and forwards the Interest
packet to the Repo, with the setAggregate flag set to false.

Fig. 6: An illustrative
example.

When a router receives an Interest
with setAggregate = false, it for-
wards the packet towards the Repo
instead of suppressing it. For exam-
ple in Fig. 6 assume that 𝑅1 sends an
Interest packet with setAggregate =
true to 𝑅3 thinking that it stores a
particular chunk. This Interest packet
is forwarded by 𝑅2, any other In-
terest packets with setAggregate =
true that arrive at 𝑅2 are suppressed.
When 𝑅3 receives the Interest packet, it checks its CS and
realizes that the Interest is wrongly sent to it. It then forwards
the Interest packet towards Repo with setAggregate = false.
Whenever routers like 𝑅2 receives such an Interest packet with
setAggregate = false, it forwards it towards Repo instead of
suppressing it.

V. SIMULATION RESULTS

We analyze our proposed NACID scheme using CCNSIM
[32], which is an application-level simulator for content centric
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Fig. 7: Comparison of cache hit ratios for different caching schemes, with (a) 𝛼 = 0.5, (b) 𝛼 = 0.8, (c) 𝛼 = 1.

(a) (b) (c)

Fig. 8: Comparison of normalized hop-counts for different caching schemes, with (a) 𝛼 = 0.5, (b) 𝛼 = 0.8, (c) 𝛼 = 1.

network based on OMNeT++. We assume a 10×10 grid
topology consisting of 100 nodes. The content store (Repo),
is at a corner of the grid. The content request of a requesting
node is assumed to be Poisson with an arrival rate of one
request/second. To keep the control overhead low, the update
interval is assumed to be periodic with a period of 200 seconds.
We compare our proposed scheme NACID with the following
popular CCN schemes. The default replacement policy of the
following schemes are assumed to be Least Recently Used
(LRU).

LCE: Leave Copy Everywhere, i.e. cache all along the path
from content store to the node with registered interest.

LCD: Leave Copy Down, i.e., bring the content down one
step closer to interest [33].

ProbCache: Cache along the path from Interest to server
probabilistically to accommodate multiple flows using this
path [14].

FixCache: Cache along the path from Interest to server
probabilistically with probability 0.1.

We assume that the popularity distribution of the contents
is Zipf with decay parameter 𝛼. Note that 𝛼 = 0 implies a
uniform distribution, and a larger 𝛼 implies a distribution with
shorter tail. The entire cache space is divided among the STC
and LTC, with a ratio of 1:3. We assume a total content pool
of 5000 with identical content-chunks. As we have assumed
identical content-chunks, the cache sizes are defined by the
number of chunks that the cache can accommodate. We use
𝛼 =0.5, 0.8, and 1.0 for the results.

A. Performance comparison with other schemes

For our simulations, the size of the Bloom filter is deter-
mined as follows. In a BF, the presence of collision regions
generate positive matches for a membership check of a content
that is actually not present inside the set. Higher is the number
of bits in the BF lower false positive effects arise due to
such collisions. Assume 𝑀 is the cardinality of the set that
needs to be represented using a BF, which is assumed to
be the number of contents in the content pool. The false
positive probability 𝑝 is minimized if the length of the BF
is optimally chosen to be 𝑚 = (−𝑀 ln 𝑝) /(ln 2)2 [34]. The
corresponding optimal number of hash functions to be used
is equal to 𝑘 = (𝑚 ln 2) /𝑀 . Using these the values of 𝑚
and 𝑘 are chosen to be 5120 bytes and 6 respectively to
keep 𝑝 approximately 0.01. Our current implementation of
Bloom filter is borrowed from [35], which uses CRC32 hash
to generate the hash values.

We compare the Cache Hit Percentage and the Normalized
Hop-Count (NHC) for the above schemes. The former repre-
sents the probability that an Interest message finds the chunk
in a cache, and the latter gives the percentage of total number
of hops to the repository that the Interest must walk before
getting the chunk.

Performance of cache hit percentage: Fig. 7 shows the cache
hit percentage of NACID in comparison to other schemes, with
the variation of cache sizes. From Fig. 7(a) we can observe
that with 𝛼 = 0.5, NACID improves the cache hit probability
up to ∼3 times compared to the other schemes. With higher 𝛼
(i.e. 𝛼 = 1), the improvement reduces to ∼5%-10% compared
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(a) (b)

Fig. 9: Comparison of (a) cache hit ratios and (b) normalized hop-
counts with broadcast range.

to others. This is because for large 𝛼, most of the popular
contents are stored in the cache and at the same time accessed
more frequently, which makes other schemes perform close to
NACID. This shows the effect of caching the chunks based
on their overall benefit, rather than some implicit information
or some probabilistic inference.

We can also observe that the hit probability increases by
∼5-10%, when the cache size increases from 100 to 300
based on different 𝛼. This is obvious because more cache
size accommodates more chunks, which improves the number
of hits. We can also observe that the hit probability almost
doubles when the 𝛼 increases from 0.5 to 1. This is because
with the increase in 𝛼, more popular chunks are fetched more
often, which overall improves the cache hit probability.

Performance of normalized hop-counts: Fig. 8 shows the
comparison of the normalized hop-counts of NACID against
other proposals. With 𝛼 = 0.5, NACID reduces the number
of hop traversed by ∼30% compared to others. Similar im-
provements are also evident with higher 𝛼. This clearly shows
the improvement of NACID due its neighborhood awareness.
We can also observe that the NHC goes down by ∼12%-
15% when the cache size is varied from 100 to 300. This is
obvious because of the fact that higher cache size increases
the number of cache hits and effectively improves the number
of hops traversed. With the increase in 𝛼 from 0.5 to 1, the
NHC reduces by ∼20%. The reason is because with higher
𝛼 more popular chunks are fetched more frequently, so the
cache hit increases and at the same time the number of hops
traversed decreases.

The results show that the NACID algorithm improves the
cache hit ratio up to 3 times over all other algorithms, and
it does so while also simultaneously reducing the NHC by up
to 30%. This establishes the superiority of our algorithm over
previous CCN caching algorithms, with only a small increase
in the complexity. Among the other schemes, LCE performs
worse than others because it always cache the contents along
the path from the content store to the source of the interest.

B. Performance of NACID with different tuning parameters

Comparison with different broadcast range: Fig. 9 shows
the variation of cache hit ratio and normalized hop-traversal
with different broadcast ranges, when 𝛼 is assumed to be
1. From Fig. 9 we can observe that the cache hit ratio
improves by ∼5-10%, and the NHC reduces by ∼5-7% when

(a) (b)

Fig. 10: Comparison of (a) cache hit ratios and (b) normalized hop-
counts with different Bloom filter sizes.

ℬ increases from 2 to 12. This is because with more broadcast
range, the content routers become more informed about the
LTC contents around their neighborhood, which improves the
network performance. However, this improvement comes at
the cost of more control overhead. Notice that the improve-
ment becomes marginal beyond ℬ = 6 hops. Thus most of
the contents are available within 6 hops around a router’s
neighborhood.

Comparison with different BF size: The Bloom filter size
plays a significant role in NACID performance due to its false
positive effects. Fig. 10 shows the effects of Bloom filter size
on the cache hit ratio and NHC, where the 𝛼 is assumed to
be 1. From Fig. 10 we can observe that the hit ratio increases
by ∼7-10%, whereas the NHC reduces by ∼5-10% when the
filter size is increased from 40 to 5120 bytes. This is due to
the false positive effects of the BF especially when the size is
small. Due to the false positive effects, some interest packets
are forwarded to wrong routers which leads to lower cache
hit and higher NHC. However, beyond 640-1280 bytes the
improvement starts saturating, as beyond that the false positive
effects are marginal.

C. Comparison with real datasets:

We next compare NACID with others using some real
datasets which follows power law distribution. These datasets
are publicly available and are widely used in data mining lit-
erature. We use four datasets that have diverse characteristics,
which is reported in Fig. 11. Other than the Kosarak dataset,
we used three other datasets which are described as follows:

Retail: This dataset consists of retail market based data,
which are obtained from an anonymous Belgian store. We
consider every single item in serial order.

Q148: This dataset if derived from KDD Cup 2000 data,
which is the compliments of Blue Martini.

Nasa: This dataset is derived from the “Field Magnitude”
and “Field Modulus” attributes from the Voyager 2 spacecraft
Hourly Average Interplanetary Magnetic Field Data, which is
the compliments of NASA and the Voyager 2 Triaxial Fluxgate
Magnetometer principal investigator, Dr. Norman F. Ness.

We have divided the contents obtained from these datasets
among individual content routers, and considered them as their
content requests. We assume the cache size to be 100. Fig. 12
shows the performance of NACID compared to the other
schemes. For Kosarak and Retail datasets, NACID improves
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Count Distinct items Min Max 𝛼
Kosarak 8019015 41270 1 41270 1.9979
Retail 908576 16470 0 16469 1.5533
Q148 234954 11824 0 149464496 1.1104
Nasa 284170 2116 0 28474 2.0735

Fig. 11: Statistical characteristics of the datasets used.

(a)

(b)

Fig. 12: Comparison of (a) cache hit ratios and (b) normalized hop-
counts corresponding to different real datasets.

the cache hit by ∼2-3 times, whereas the hop-count is reduced
by ∼10-20%. NACID also shows 5-10% improvement in
terms of cache hit and ∼5% improvement in NHC with Q148
dataset, compared to the other schemes. For Nasa dataset,
the improvement of cache hit and NHR are ∼10% and ∼5%
respectively. The hit ratio of Q148 and Nasa are much more
compared to the other two datasets, because of less number
of distinct contents in these datasets. For similar reason, the
NHR is also less for Q148 and Nasa.

VI. RELATED WORKS

Caching in General: Cooperative caching has been studied
extensively in different environments such as World wide
web, peer-to-peer system, as well as in network file system.
Cooperative web caching is explored including hierarchical,
hash-based and directory-based caching schemes in [9]. Cache
management in peer-to-peer storage system has been presented
in [10], that replicates multiple copies of a file to reduce access
latencies. Coordinated caching of multiple clients in a LAN
is presented in [11] to improve the performance of a network
file system. However such caching schemes run at the end
peers and proxies over an IP layer, whereas in CCN caching
is targeted to be done in every router. At the same time in
CCN caching management needs to be done at line-speed of
the routers to make it universal. On the other hand caching in
content distribution networks (CDN) are explored in [36], [37].
However CDN is essentially an overlay infrastructure where
caching is done only at the content distribution routers, which
is different from CCN caching which is universal in nature.

Caching Decision Policy in CCN: Caching in CCN is

also well researched topic, however, in most of the proposed
scheme a content router does not need to know the cache
information in its neighborhood, thus the caching decisions
are taken autonomously by the routers. Leave copy down
(LCD) [33], Move copy down (MCD) [33], copy with some
probability [33] and Probabilistic cache [14] falls in this
category. In [12], the authors have argued that the chunks of a
file are correlated or fetched in a sequential manner. They
have proposed a scheme named WAVE, where the routers
exponentially increase the number of chucks cached for a file
with the increase in the number of requests. In contrast to the
literature, in NACID the CCN routers occasionally forward BF
to share their cached contents, so that the routers can (a) use
this information while caching the content-chunks, and also
(b) forward their content interest to their neighboring caches
rather than always forwarding it towards the content store.

Cache Replacement Policy in CCN: The most common
cache replacement policy is Least Recently Used (LRU) policy
where the least recently accessed content is replaced with a
newly arriving content when the cache is full. However LRU
captures the freshness of a content, but not its frequency of
accesses. Some variants of LRU are LRU-K [38] and 2Q [39].
Least Frequently Used (LFU) is an alternative of LRU to
capture the access frequency. ARC [40] captures both the
recency and frequency of a cache’s contents by keeping track
of two lists: one keeps track of the recently accessed contents
whereas other one records the frequently accessed contents.

Content Popularity in CCN: Content popularity distribution
is studied extensively in [20], [21]. The studies concluded that
the content popularity in CCN follows heavy-tailed distribu-
tions, which can be modeled as a power-law distribution. They
have also observed that a significant portion of the contents are
just one-timers. The effect of short-term and long-term content
popularity is studied in [41], [42]. The value of the scale-
factor of the popularity distributions varies in the literature
from 0.6 [22] to 2.5 [23].

Bloom Filter: The Bloom filter data structure has been first
introduced by Burton Bloom in 1970 [43]. Since then Bloom
filter has been used in various domains including Web caching
[44], P2P networks [45], packet routing and forwarding [46],
RFID tag identification [47], differential file access in DBMS
systems [48] etc. There are different variants of Bloom filters
that are proposed in the literature, such as counting Bloom
filter [49], compressed Bloom filter [50], deletable Bloom filter
[51], hierarchical Bloom filter [52] etc. The use of Bloom filter
in CCN has been studied in [53], [54], [55], [56].

VII. CONCLUSIONS

In this paper, we investigated a neighborhood aware
in-network cache management and information dissemina-
tion scheme in order to minimize content fetch latency in
CCN. Three key features of NACID architecture are (a)
the use of repositories for maintaining the content recency,
(b) lightweight content information dissemination by the
use of Bloom filter, and (c) using them for developing a
neighborhood-aware two-level caching and interest forwarding
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scheme. The simulation results show that the NACID, com-
pared to the existing caching algorithms, effectively increases
hit ratio, and at the same time reduces the number of hops
for fetching the contents. In future, we want to develop an
analytical model for our NACID architecture to study its
improvement compared to other caching strategies. We will
also study the performance of NACID on different network
topologies, along with heterogeneous cache sizes with various
content popularity prediction models.

REFERENCES

[1] Cisco, “Cisco visual networking index: forecast and
methodology, 2009-2014,” Cisco, Tech. Rep., 2010. [On-
line]. Available: http://www.cisco.com/en/US/solutions/collateral/ns341/
ns525/ns537/ns705/ns827/white∖ paper∖ c11-481360.pdf

[2] S. C.Borst et al., “Distributed caching algorithms for content distribution
networks,” in IEEE INFOCOM, 2010, pp. 1478–1486.

[3] G.Zhang et al., “Caching in information centric networking: A survey,”
Computer Networks, vol. 57, no. 16, pp. 3128–3141, 2013.

[4] G.Xylomenos et al., “A survey of information-centric networking re-
search,” IEEE Communications Surveys and Tutorials, vol. 16, no. 2,
pp. 1024–1049, 2014.

[5] B.Ahlgren et al., “A survey of information-centric networking,” IEEE
Communications Magazine, July 2012.

[6] M.Bari et al., “A survey of naming and routing in information-centric
networks,” IEEE Communications Magazine, Dec 2012.

[7] J.Choi et al., “A survey on content-oriented networking for efficient
content delivery,” IEEE Communications Magazine, vol. 49, no. 3, pp.
121–127, 2011.

[8] L.Zhang et al., “Named data networking,” Computer Communication
Review, vol. 44, no. 3, pp. 66–73, 2014.

[9] A.Wolman et al., “On the scale and performance of cooperative web
proxy caching,” in ACM SOSP, 1999, pp. 16–31.

[10] A. I. T.Rowstron et al., “Storage management and caching in past, A
large-scale, persistent peer-to-peer storage utility,” in ACM SOSP, 2001,
pp. 188–201.

[11] M.Dahlin et al., “Cooperative caching: Using remote client memory to
improve file system performance,” in USENIX (OSDI), 1994, pp. 267–
280.

[12] K.Cho et al., “Wave: Popularity-based and collaborative in-network
caching for content-oriented networks,” in INFOCOM Workshops, 2012,
pp. 316–321.

[13] Z.Ming et al., “Age-based cooperative caching in information-centric
networks.” in INFOCOM Workshops, 2012, pp. 268–273.

[14] I.Psaras et al., “Probabilistic in-network caching for information-centric
networks,” in ACM ICN, 2012, pp. 55–60.

[15] J. M.Wang et al., “Progressive caching in CCN,” in IEEE GLOBECOM,
2012, pp. 2727–2732.

[16] K.Kant et al., “Internet of perishable logistics,” IEEE Internet Comput-
ing, vol. 21, no. 1, pp. 22–31, 2017.

[17] A.Pal et al., “Towards building a food transportation framework in an
efficient and worker-friendly fresh food physical internet,” in submission.

[18] A.Pal et al., “Networking in the real world: Unified modeling of
information and perishable commodity distribution networks,” in IPIC,
2016.

[19] A.Pal et al., “F2𝜋: A physical internet architecture for fresh food
distribution networks,” in IPIC, 2016.

[20] P.Gill et al., “Youtube traffic characterization: A view from the edge,”
in IMC, 2007, pp. 15–28.

[21] M.Zink et al., “Characteristics of youtube network traffic at a campus
network - measurements, models, and implications,” Computer Net-
works, vol. 53, no. 4, pp. 501–514, 2009.

[22] K. V.Katsaros et al., “Multicache: An overlay architecture for
information-centric networking,” Computer Networks, vol. 55, no. 4,
pp. 936–947, 2011.

[23] L.Muscariello et al., “Bandwidth and storage sharing performance in
information centric networking,” in ACM ICN, 2011, pp. 26–31.

[24] “Frequent itemset mining dataset repository,” http://fimi.ua.ac.be/data/.
[25] R.Nau, “Forecasting with moving averages,”

https://people.duke.edu/ rnau/Notes on forecasting with moving averages–
Robert Nau.pdf.

[26] S.Li et al., “Popularity-driven content caching,” in IEEE INFOCOM,
2016, pp. 1–9.

[27] H.Nakayama et al., “Caching algorithm for content-oriented networks
using prediction of popularity of contents,” in IFIP/IEEE IM, 2015, pp.
1171–1176.

[28] “Frequent items in streaming data: An experimental evaluation of the
state-of-the-art,” http://disi.unitn.it/ themis/frequentitems/.

[29] A. K.Pathan et al., “A taxonomy and survey of content delivery
networks.”

[30] J. J.Garcia-Luna-Aceves, “Name-based content routing in information
centric networks using distance information,” in ACM ICN, 2014, pp.
7–16.

[31] M. R.Garey et al., Computers and Intractability; A Guide to the Theory
of NP-Completeness. New York, NY, USA: W. H. Freeman & Co.,
1990.

[32] R.Chiocchetti et al., “ccnsim: An highly scalable CCN simulator,” in
IEEE ICC, 2013, pp. 2309–2314.

[33] N.Laoutaris et al., “The LCD interconnection of LRU caches and its
analysis,” Perform. Eval., vol. 63, no. 7, pp. 609–634, 2006.

[34] S.Tarkoma et al., “Theory and practice of bloom filters for distributed
systems,” IEEE Communications Surveys and Tutorials, vol. 14, no. 1,
pp. 131–155, 2012.

[35] www.csee.usf.edu/ christen/tools/bloom2.c.
[36] K.Park et al., “Scale and performance in the coblitz large-file distribution

service,” in NSDI, 2006.
[37] M. J.Freedman, “Experiences with coralcdn: A five-year operational

view,” in NSDI, 2010, pp. 95–110.
[38] E. J.O’Neil et al., “The lru-k page replacement algorithm for database

disk buffering,” SIGMOD Rec., vol. 22, no. 2, pp. 297–306, 1993.
[39] T.Johnson et al., “2q: A low overhead high performance buffer manage-

ment replacement algorithm,” in VLDB, 1994, pp. 439–450.
[40] N.Megiddo et al., “Arc: A self-tuning, low overhead replacement cache,”

in FAST, 2003, pp. 115–130.
[41] Y.Borghol et al., “Characterizing and modelling popularity of user-

generated videos,” Perform. Eval., vol. 68, no. 11, pp. 1037–1055, 2011.
[42] S.Mitra et al., “Characterizing web-based video sharing workloads,”

ACM Trans. Web, vol. 5, no. 2, pp. 8:1–8:27, 2011.
[43] B. H.Bloom, “Space/time trade-offs in hash coding with allowable

errors,” Commun. ACM, vol. 13, no. 7, pp. 422–426, 1970.
[44] L.Fan et al., “Summary cache: A scalable wide-area web cache sharing

protocol,” IEEE/ACM Trans. Netw., vol. 8, no. 3, pp. 281–293, 2000.
[45] H.Cai et al., “Applications of bloom filters in peer-to-peer systems:

Issues and questions,” IEEE NAS, vol. 0, pp. 97–103, 2008.
[46] H.Song et al., “Fast hash table lookup using extended bloom filter: An

aid to network processing,” SIGCOMM Comput. Commun. Rev., vol. 35,
no. 4, pp. 181–192, 2005.

[47] Y.Nohara et al., “A secure and scalable identification for hash-based
rfid systems using updatable pre-computation,” in ACM WiSec, 2010,
pp. 65–74.

[48] L. L.Gremillion, “Designing a bloom filter for differential file access,”
Commun. ACM, vol. 25, no. 9, pp. 600–604, 1982.

[49] K.-Y.Whang et al., “A linear-time probabilistic counting algorithm for
database applications,” ACM Trans. Database Syst., vol. 15, no. 2, pp.
208–229, 1990.

[50] M.Mitzenmacher, “Compressed bloom filters,” IEEE/ACM Trans. Netw.,
vol. 10, no. 5, pp. 604–612, 2002.

[51] C. E.Rothenberg et al., “The deletable bloom filter: a new member of
the bloom family,” IEEE Communications Letters, vol. 14, no. 6, pp.
557–559, 2010.

[52] K.Shanmugasundaram et al., “Payload attribution via hierarchical bloom
filters,” in ACM CCS, 2004, pp. 31–41.

[53] W.Quan et al., “Scalable name lookup with adaptive prefix bloom filter
for named data networking,” IEEE Communications Letters, vol. 18,
no. 1, pp. 102–105, 2014.

[54] ——, “TB2F: tree-bitmap and bloom-filter for a scalable and efficient
name lookup in content-centric networking,” in IFIP Networking, 2014,
pp. 1–9.

[55] C.Tsilopoulos et al., “Reducing forwarding state in content-centric
networks with semi-stateless forwarding,” in IEEE INFOCOM, 2014,
pp. 2067–2075.

[56] Y.Wang et al., “Advertising cached contents in the control plane:
Necessity and feasibility,” in IEEE INFOCOM, 2012, pp. 286–291.

Authorized licensed use limited to: INDIAN INSTITUTE OF TECHNOLOGY KANPUR. Downloaded on December 20,2021 at 10:16:44 UTC from IEEE Xplore.  Restrictions apply. 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.7
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /AbadiMT-CondensedLight
    /ACaslon-Italic
    /ACaslon-Regular
    /ACaslon-Semibold
    /ACaslon-SemiboldItalic
    /AdobeArabic-Bold
    /AdobeArabic-BoldItalic
    /AdobeArabic-Italic
    /AdobeArabic-Regular
    /AdobeHebrew-Bold
    /AdobeHebrew-BoldItalic
    /AdobeHebrew-Italic
    /AdobeHebrew-Regular
    /AdobeHeitiStd-Regular
    /AdobeMingStd-Light
    /AdobeMyungjoStd-Medium
    /AdobePiStd
    /AdobeSongStd-Light
    /AdobeThai-Bold
    /AdobeThai-BoldItalic
    /AdobeThai-Italic
    /AdobeThai-Regular
    /AGaramond-Bold
    /AGaramond-BoldItalic
    /AGaramond-Italic
    /AGaramond-Regular
    /AGaramond-Semibold
    /AGaramond-SemiboldItalic
    /AgencyFB-Bold
    /AgencyFB-Reg
    /AGOldFace-Outline
    /AharoniBold
    /Algerian
    /Americana
    /Americana-ExtraBold
    /AndaleMono
    /AndaleMonoIPA
    /AngsanaNew
    /AngsanaNew-Bold
    /AngsanaNew-BoldItalic
    /AngsanaNew-Italic
    /AngsanaUPC
    /AngsanaUPC-Bold
    /AngsanaUPC-BoldItalic
    /AngsanaUPC-Italic
    /Anna
    /ArialAlternative
    /ArialAlternativeSymbol
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialMT-Black
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialRoundedMTBold
    /ArialUnicodeMS
    /ArrusBT-Bold
    /ArrusBT-BoldItalic
    /ArrusBT-Italic
    /ArrusBT-Roman
    /AvantGarde-Book
    /AvantGarde-BookOblique
    /AvantGarde-Demi
    /AvantGarde-DemiOblique
    /AvantGardeITCbyBT-Book
    /AvantGardeITCbyBT-BookOblique
    /BakerSignet
    /BankGothicBT-Medium
    /Barmeno-Bold
    /Barmeno-ExtraBold
    /Barmeno-Medium
    /Barmeno-Regular
    /Baskerville
    /BaskervilleBE-Italic
    /BaskervilleBE-Medium
    /BaskervilleBE-MediumItalic
    /BaskervilleBE-Regular
    /Baskerville-Bold
    /Baskerville-BoldItalic
    /Baskerville-Italic
    /BaskOldFace
    /Batang
    /BatangChe
    /Bauhaus93
    /Bellevue
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlingAntiqua-Bold
    /BerlingAntiqua-BoldItalic
    /BerlingAntiqua-Italic
    /BerlingAntiqua-Roman
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BernhardModernBT-Bold
    /BernhardModernBT-BoldItalic
    /BernhardModernBT-Italic
    /BernhardModernBT-Roman
    /BiffoMT
    /BinnerD
    /BinnerGothic
    /BlackadderITC-Regular
    /Blackoak
    /blex
    /blsy
    /Bodoni
    /Bodoni-Bold
    /Bodoni-BoldItalic
    /Bodoni-Italic
    /BodoniMT
    /BodoniMTBlack
    /BodoniMTBlack-Italic
    /BodoniMT-Bold
    /BodoniMT-BoldItalic
    /BodoniMTCondensed
    /BodoniMTCondensed-Bold
    /BodoniMTCondensed-BoldItalic
    /BodoniMTCondensed-Italic
    /BodoniMT-Italic
    /BodoniMTPosterCompressed
    /Bodoni-Poster
    /Bodoni-PosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /Bookman-Demi
    /Bookman-DemiItalic
    /Bookman-Light
    /Bookman-LightItalic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolOne-Regular
    /BookshelfSymbolSeven
    /BookshelfSymbolThree-Regular
    /BookshelfSymbolTwo-Regular
    /Botanical
    /Boton-Italic
    /Boton-Medium
    /Boton-MediumItalic
    /Boton-Regular
    /Boulevard
    /BradleyHandITC
    /Braggadocio
    /BritannicBold
    /Broadway
    /BrowalliaNew
    /BrowalliaNew-Bold
    /BrowalliaNew-BoldItalic
    /BrowalliaNew-Italic
    /BrowalliaUPC
    /BrowalliaUPC-Bold
    /BrowalliaUPC-BoldItalic
    /BrowalliaUPC-Italic
    /BrushScript
    /BrushScriptMT
    /CaflischScript-Bold
    /CaflischScript-Regular
    /Calibri
    /Calibri-Bold
    /Calibri-BoldItalic
    /Calibri-Italic
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /CalisMTBol
    /CalistoMT
    /CalistoMT-BoldItalic
    /CalistoMT-Italic
    /Cambria
    /Cambria-Bold
    /Cambria-BoldItalic
    /Cambria-Italic
    /CambriaMath
    /Candara
    /Candara-Bold
    /Candara-BoldItalic
    /Candara-Italic
    /Carta
    /CaslonOpenfaceBT-Regular
    /Castellar
    /CastellarMT
    /Centaur
    /Centaur-Italic
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchL-Bold
    /CenturySchL-BoldItal
    /CenturySchL-Ital
    /CenturySchL-Roma
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /CGTimes-Bold
    /CGTimes-BoldItalic
    /CGTimes-Italic
    /CGTimes-Regular
    /CharterBT-Bold
    /CharterBT-BoldItalic
    /CharterBT-Italic
    /CharterBT-Roman
    /CheltenhamITCbyBT-Bold
    /CheltenhamITCbyBT-BoldItalic
    /CheltenhamITCbyBT-Book
    /CheltenhamITCbyBT-BookItalic
    /Chiller-Regular
    /Cmb10
    /CMB10
    /Cmbsy10
    /CMBSY10
    /CMBSY5
    /CMBSY6
    /CMBSY7
    /CMBSY8
    /CMBSY9
    /Cmbx10
    /CMBX10
    /Cmbx12
    /CMBX12
    /Cmbx5
    /CMBX5
    /Cmbx6
    /CMBX6
    /Cmbx7
    /CMBX7
    /Cmbx8
    /CMBX8
    /Cmbx9
    /CMBX9
    /Cmbxsl10
    /CMBXSL10
    /Cmbxti10
    /CMBXTI10
    /Cmcsc10
    /CMCSC10
    /Cmcsc8
    /CMCSC8
    /Cmcsc9
    /CMCSC9
    /Cmdunh10
    /CMDUNH10
    /Cmex10
    /CMEX10
    /CMEX7
    /CMEX8
    /CMEX9
    /Cmff10
    /CMFF10
    /Cmfi10
    /CMFI10
    /Cmfib8
    /CMFIB8
    /Cminch
    /CMINCH
    /Cmitt10
    /CMITT10
    /Cmmi10
    /CMMI10
    /Cmmi12
    /CMMI12
    /Cmmi5
    /CMMI5
    /Cmmi6
    /CMMI6
    /Cmmi7
    /CMMI7
    /Cmmi8
    /CMMI8
    /Cmmi9
    /CMMI9
    /Cmmib10
    /CMMIB10
    /CMMIB5
    /CMMIB6
    /CMMIB7
    /CMMIB8
    /CMMIB9
    /Cmr10
    /CMR10
    /Cmr12
    /CMR12
    /Cmr17
    /CMR17
    /Cmr5
    /CMR5
    /Cmr6
    /CMR6
    /Cmr7
    /CMR7
    /Cmr8
    /CMR8
    /Cmr9
    /CMR9
    /Cmsl10
    /CMSL10
    /Cmsl12
    /CMSL12
    /Cmsl8
    /CMSL8
    /Cmsl9
    /CMSL9
    /Cmsltt10
    /CMSLTT10
    /Cmss10
    /CMSS10
    /Cmss12
    /CMSS12
    /Cmss17
    /CMSS17
    /Cmss8
    /CMSS8
    /Cmss9
    /CMSS9
    /Cmssbx10
    /CMSSBX10
    /Cmssdc10
    /CMSSDC10
    /Cmssi10
    /CMSSI10
    /Cmssi12
    /CMSSI12
    /Cmssi17
    /CMSSI17
    /Cmssi8
    /CMSSI8
    /Cmssi9
    /CMSSI9
    /Cmssq8
    /CMSSQ8
    /Cmssqi8
    /CMSSQI8
    /Cmsy10
    /CMSY10
    /Cmsy5
    /CMSY5
    /Cmsy6
    /CMSY6
    /Cmsy7
    /CMSY7
    /Cmsy8
    /CMSY8
    /Cmsy9
    /CMSY9
    /Cmtcsc10
    /CMTCSC10
    /Cmtex10
    /CMTEX10
    /Cmtex8
    /CMTEX8
    /Cmtex9
    /CMTEX9
    /Cmti10
    /CMTI10
    /Cmti12
    /CMTI12
    /Cmti7
    /CMTI7
    /Cmti8
    /CMTI8
    /Cmti9
    /CMTI9
    /Cmtt10
    /CMTT10
    /Cmtt12
    /CMTT12
    /Cmtt8
    /CMTT8
    /Cmtt9
    /CMTT9
    /Cmu10
    /CMU10
    /Cmvtt10
    /CMVTT10
    /ColonnaMT
    /Colossalis-Bold
    /ComicSansMS
    /ComicSansMS-Bold
    /Consolas
    /Consolas-Bold
    /Consolas-BoldItalic
    /Consolas-Italic
    /Constantia
    /Constantia-Bold
    /Constantia-BoldItalic
    /Constantia-Italic
    /CooperBlack
    /CopperplateGothic-Bold
    /CopperplateGothic-Light
    /Copperplate-ThirtyThreeBC
    /Corbel
    /Corbel-Bold
    /Corbel-BoldItalic
    /Corbel-Italic
    /CordiaNew
    /CordiaNew-Bold
    /CordiaNew-BoldItalic
    /CordiaNew-Italic
    /CordiaUPC
    /CordiaUPC-Bold
    /CordiaUPC-BoldItalic
    /CordiaUPC-Italic
    /Courier
    /Courier-Bold
    /Courier-BoldOblique
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /Courier-Oblique
    /CourierStd
    /CourierStd-Bold
    /CourierStd-BoldOblique
    /CourierStd-Oblique
    /CourierX-Bold
    /CourierX-BoldOblique
    /CourierX-Oblique
    /CourierX-Regular
    /CreepyRegular
    /CurlzMT
    /David-Bold
    /David-Reg
    /DavidTransparent
    /Dcb10
    /Dcbx10
    /Dcbxsl10
    /Dcbxti10
    /Dccsc10
    /Dcitt10
    /Dcr10
    /Desdemona
    /DilleniaUPC
    /DilleniaUPCBold
    /DilleniaUPCBoldItalic
    /DilleniaUPCItalic
    /Dingbats
    /DomCasual
    /Dotum
    /DotumChe
    /DoulosSIL
    /EdwardianScriptITC
    /Elephant-Italic
    /Elephant-Regular
    /EngraversGothicBT-Regular
    /EngraversMT
    /EraserDust
    /ErasITC-Bold
    /ErasITC-Demi
    /ErasITC-Light
    /ErasITC-Medium
    /ErieBlackPSMT
    /ErieLightPSMT
    /EriePSMT
    /EstrangeloEdessa
    /Euclid
    /Euclid-Bold
    /Euclid-BoldItalic
    /EuclidExtra
    /EuclidExtra-Bold
    /EuclidFraktur
    /EuclidFraktur-Bold
    /Euclid-Italic
    /EuclidMathOne
    /EuclidMathOne-Bold
    /EuclidMathTwo
    /EuclidMathTwo-Bold
    /EuclidSymbol
    /EuclidSymbol-Bold
    /EuclidSymbol-BoldItalic
    /EuclidSymbol-Italic
    /EucrosiaUPC
    /EucrosiaUPCBold
    /EucrosiaUPCBoldItalic
    /EucrosiaUPCItalic
    /EUEX10
    /EUEX7
    /EUEX8
    /EUEX9
    /EUFB10
    /EUFB5
    /EUFB7
    /EUFM10
    /EUFM5
    /EUFM7
    /EURB10
    /EURB5
    /EURB7
    /EURM10
    /EURM5
    /EURM7
    /EuroMono-Bold
    /EuroMono-BoldItalic
    /EuroMono-Italic
    /EuroMono-Regular
    /EuroSans-Bold
    /EuroSans-BoldItalic
    /EuroSans-Italic
    /EuroSans-Regular
    /EuroSerif-Bold
    /EuroSerif-BoldItalic
    /EuroSerif-Italic
    /EuroSerif-Regular
    /EUSB10
    /EUSB5
    /EUSB7
    /EUSM10
    /EUSM5
    /EUSM7
    /FelixTitlingMT
    /Fences
    /FencesPlain
    /FigaroMT
    /FixedMiriamTransparent
    /FootlightMTLight
    /Formata-Italic
    /Formata-Medium
    /Formata-MediumItalic
    /Formata-Regular
    /ForteMT
    /FranklinGothic-Book
    /FranklinGothic-BookItalic
    /FranklinGothic-Demi
    /FranklinGothic-DemiCond
    /FranklinGothic-DemiItalic
    /FranklinGothic-Heavy
    /FranklinGothic-HeavyItalic
    /FranklinGothicITCbyBT-Book
    /FranklinGothicITCbyBT-BookItal
    /FranklinGothicITCbyBT-Demi
    /FranklinGothicITCbyBT-DemiItal
    /FranklinGothic-Medium
    /FranklinGothic-MediumCond
    /FranklinGothic-MediumItalic
    /FrankRuehl
    /FreesiaUPC
    /FreesiaUPCBold
    /FreesiaUPCBoldItalic
    /FreesiaUPCItalic
    /FreestyleScript-Regular
    /FrenchScriptMT
    /Frutiger-Black
    /Frutiger-BlackCn
    /Frutiger-BlackItalic
    /Frutiger-Bold
    /Frutiger-BoldCn
    /Frutiger-BoldItalic
    /Frutiger-Cn
    /Frutiger-ExtraBlackCn
    /Frutiger-Italic
    /Frutiger-Light
    /Frutiger-LightCn
    /Frutiger-LightItalic
    /Frutiger-Roman
    /Frutiger-UltraBlack
    /Futura-Bold
    /Futura-BoldOblique
    /Futura-Book
    /Futura-BookOblique
    /FuturaBT-Bold
    /FuturaBT-BoldItalic
    /FuturaBT-Book
    /FuturaBT-BookItalic
    /FuturaBT-Medium
    /FuturaBT-MediumItalic
    /Futura-Light
    /Futura-LightOblique
    /GalliardITCbyBT-Bold
    /GalliardITCbyBT-BoldItalic
    /GalliardITCbyBT-Italic
    /GalliardITCbyBT-Roman
    /Garamond
    /Garamond-Bold
    /Garamond-BoldCondensed
    /Garamond-BoldCondensedItalic
    /Garamond-BoldItalic
    /Garamond-BookCondensed
    /Garamond-BookCondensedItalic
    /Garamond-Italic
    /Garamond-LightCondensed
    /Garamond-LightCondensedItalic
    /Gautami
    /GeometricSlab703BT-Light
    /GeometricSlab703BT-LightItalic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /GeorgiaRef
    /Giddyup
    /Giddyup-Thangs
    /Gigi-Regular
    /GillSans
    /GillSans-Bold
    /GillSans-BoldItalic
    /GillSans-Condensed
    /GillSans-CondensedBold
    /GillSans-Italic
    /GillSans-Light
    /GillSans-LightItalic
    /GillSansMT
    /GillSansMT-Bold
    /GillSansMT-BoldItalic
    /GillSansMT-Condensed
    /GillSansMT-ExtraCondensedBold
    /GillSansMT-Italic
    /GillSans-UltraBold
    /GillSans-UltraBoldCondensed
    /GloucesterMT-ExtraCondensed
    /Gothic-Thirteen
    /GoudyOldStyleBT-Bold
    /GoudyOldStyleBT-BoldItalic
    /GoudyOldStyleBT-Italic
    /GoudyOldStyleBT-Roman
    /GoudyOldStyleT-Bold
    /GoudyOldStyleT-Italic
    /GoudyOldStyleT-Regular
    /GoudyStout
    /GoudyTextMT-LombardicCapitals
    /GSIDefaultSymbols
    /Gulim
    /GulimChe
    /Gungsuh
    /GungsuhChe
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /Helvetica
    /Helvetica-Black
    /Helvetica-BlackOblique
    /Helvetica-Bold
    /Helvetica-BoldOblique
    /Helvetica-Condensed
    /Helvetica-Condensed-Black
    /Helvetica-Condensed-BlackObl
    /Helvetica-Condensed-Bold
    /Helvetica-Condensed-BoldObl
    /Helvetica-Condensed-Light
    /Helvetica-Condensed-LightObl
    /Helvetica-Condensed-Oblique
    /Helvetica-Fraction
    /Helvetica-Narrow
    /Helvetica-Narrow-Bold
    /Helvetica-Narrow-BoldOblique
    /Helvetica-Narrow-Oblique
    /Helvetica-Oblique
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Humanist521BT-BoldCondensed
    /Humanist521BT-Light
    /Humanist521BT-LightItalic
    /Humanist521BT-RomanCondensed
    /Imago-ExtraBold
    /Impact
    /ImprintMT-Shadow
    /InformalRoman-Regular
    /IrisUPC
    /IrisUPCBold
    /IrisUPCBoldItalic
    /IrisUPCItalic
    /Ironwood
    /ItcEras-Medium
    /ItcKabel-Bold
    /ItcKabel-Book
    /ItcKabel-Demi
    /ItcKabel-Medium
    /ItcKabel-Ultra
    /JasmineUPC
    /JasmineUPC-Bold
    /JasmineUPC-BoldItalic
    /JasmineUPC-Italic
    /JoannaMT
    /JoannaMT-Italic
    /Jokerman-Regular
    /JuiceITC-Regular
    /Kartika
    /Kaufmann
    /KaufmannBT-Bold
    /KaufmannBT-Regular
    /KidTYPEPaint
    /KinoMT
    /KodchiangUPC
    /KodchiangUPC-Bold
    /KodchiangUPC-BoldItalic
    /KodchiangUPC-Italic
    /KorinnaITCbyBT-Regular
    /KristenITC-Regular
    /KrutiDev040Bold
    /KrutiDev040BoldItalic
    /KrutiDev040Condensed
    /KrutiDev040Italic
    /KrutiDev040Thin
    /KrutiDev040Wide
    /KrutiDev060
    /KrutiDev060Bold
    /KrutiDev060BoldItalic
    /KrutiDev060Condensed
    /KrutiDev060Italic
    /KrutiDev060Thin
    /KrutiDev060Wide
    /KrutiDev070
    /KrutiDev070Condensed
    /KrutiDev070Italic
    /KrutiDev070Thin
    /KrutiDev070Wide
    /KrutiDev080
    /KrutiDev080Condensed
    /KrutiDev080Italic
    /KrutiDev080Wide
    /KrutiDev090
    /KrutiDev090Bold
    /KrutiDev090BoldItalic
    /KrutiDev090Condensed
    /KrutiDev090Italic
    /KrutiDev090Thin
    /KrutiDev090Wide
    /KrutiDev100
    /KrutiDev100Bold
    /KrutiDev100BoldItalic
    /KrutiDev100Condensed
    /KrutiDev100Italic
    /KrutiDev100Thin
    /KrutiDev100Wide
    /KrutiDev120
    /KrutiDev120Condensed
    /KrutiDev120Thin
    /KrutiDev120Wide
    /KrutiDev130
    /KrutiDev130Condensed
    /KrutiDev130Thin
    /KrutiDev130Wide
    /KunstlerScript
    /Latha
    /LatinWide
    /LetterGothic
    /LetterGothic-Bold
    /LetterGothic-BoldOblique
    /LetterGothic-BoldSlanted
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LetterGothic-Slanted
    /LevenimMT
    /LevenimMTBold
    /LilyUPC
    /LilyUPCBold
    /LilyUPCBoldItalic
    /LilyUPCItalic
    /Lithos-Black
    /Lithos-Regular
    /LotusWPBox-Roman
    /LotusWPIcon-Roman
    /LotusWPIntA-Roman
    /LotusWPIntB-Roman
    /LotusWPType-Roman
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSans
    /LucidaSans-Demi
    /LucidaSans-DemiItalic
    /LucidaSans-Italic
    /LucidaSans-Typewriter
    /LucidaSans-TypewriterBold
    /LucidaSans-TypewriterBoldOblique
    /LucidaSans-TypewriterOblique
    /LucidaSansUnicode
    /Lydian
    /Magneto-Bold
    /MaiandraGD-Regular
    /Mangal-Regular
    /Map-Symbols
    /MathA
    /MathB
    /MathC
    /Mathematica1
    /Mathematica1-Bold
    /Mathematica1Mono
    /Mathematica1Mono-Bold
    /Mathematica2
    /Mathematica2-Bold
    /Mathematica2Mono
    /Mathematica2Mono-Bold
    /Mathematica3
    /Mathematica3-Bold
    /Mathematica3Mono
    /Mathematica3Mono-Bold
    /Mathematica4
    /Mathematica4-Bold
    /Mathematica4Mono
    /Mathematica4Mono-Bold
    /Mathematica5
    /Mathematica5-Bold
    /Mathematica5Mono
    /Mathematica5Mono-Bold
    /Mathematica6
    /Mathematica6Bold
    /Mathematica6Mono
    /Mathematica6MonoBold
    /Mathematica7
    /Mathematica7Bold
    /Mathematica7Mono
    /Mathematica7MonoBold
    /MatisseITC-Regular
    /MaturaMTScriptCapitals
    /Mesquite
    /Mezz-Black
    /Mezz-Regular
    /MICR
    /MicrosoftSansSerif
    /MingLiU
    /Minion-BoldCondensed
    /Minion-BoldCondensedItalic
    /Minion-Condensed
    /Minion-CondensedItalic
    /Minion-Ornaments
    /MinionPro-Bold
    /MinionPro-BoldIt
    /MinionPro-It
    /MinionPro-Regular
    /Miriam
    /MiriamFixed
    /MiriamTransparent
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MonotypeSorts
    /MSAM10
    /MSAM5
    /MSAM6
    /MSAM7
    /MSAM8
    /MSAM9
    /MSBM10
    /MSBM5
    /MSBM6
    /MSBM7
    /MSBM8
    /MSBM9
    /MS-Gothic
    /MSHei
    /MSLineDrawPSMT
    /MS-Mincho
    /MSOutlook
    /MS-PGothic
    /MS-PMincho
    /MSReference1
    /MSReference2
    /MSReferenceSansSerif
    /MSReferenceSansSerif-Bold
    /MSReferenceSansSerif-BoldItalic
    /MSReferenceSansSerif-Italic
    /MSReferenceSerif
    /MSReferenceSerif-Bold
    /MSReferenceSerif-BoldItalic
    /MSReferenceSerif-Italic
    /MSReferenceSpecialty
    /MSSong
    /MS-UIGothic
    /MT-Extra
    /MTExtraTiger
    /MT-Symbol
    /MT-Symbol-Italic
    /MVBoli
    /Myriad-Bold
    /Myriad-BoldItalic
    /Myriad-Italic
    /Myriad-Roman
    /Narkisim
    /NewCenturySchlbk-Bold
    /NewCenturySchlbk-BoldItalic
    /NewCenturySchlbk-Italic
    /NewCenturySchlbk-Roman
    /NewMilleniumSchlbk-BoldItalicSH
    /NewsGothic
    /NewsGothic-Bold
    /NewsGothicBT-Bold
    /NewsGothicBT-BoldItalic
    /NewsGothicBT-Italic
    /NewsGothicBT-Roman
    /NewsGothic-Condensed
    /NewsGothic-Italic
    /NewsGothicMT
    /NewsGothicMT-Bold
    /NewsGothicMT-Italic
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NimbusMonL-Bold
    /NimbusMonL-BoldObli
    /NimbusMonL-Regu
    /NimbusMonL-ReguObli
    /NimbusRomNo9L-Medi
    /NimbusRomNo9L-MediItal
    /NimbusRomNo9L-Regu
    /NimbusRomNo9L-ReguItal
    /NimbusSanL-Bold
    /NimbusSanL-BoldCond
    /NimbusSanL-BoldCondItal
    /NimbusSanL-BoldItal
    /NimbusSanL-Regu
    /NimbusSanL-ReguCond
    /NimbusSanL-ReguCondItal
    /NimbusSanL-ReguItal
    /Nimrod
    /Nimrod-Bold
    /Nimrod-BoldItalic
    /Nimrod-Italic
    /NSimSun
    /Nueva-BoldExtended
    /Nueva-BoldExtendedItalic
    /Nueva-Italic
    /Nueva-Roman
    /NuptialScript
    /OCRA
    /OCRA-Alternate
    /OCRAExtended
    /OCRB
    /OCRB-Alternate
    /OfficinaSans-Bold
    /OfficinaSans-BoldItalic
    /OfficinaSans-Book
    /OfficinaSans-BookItalic
    /OfficinaSerif-Bold
    /OfficinaSerif-BoldItalic
    /OfficinaSerif-Book
    /OfficinaSerif-BookItalic
    /OldEnglishTextMT
    /Onyx
    /OnyxBT-Regular
    /OzHandicraftBT-Roman
    /PalaceScriptMT
    /Palatino-Bold
    /Palatino-BoldItalic
    /Palatino-Italic
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Palatino-Roman
    /PapyrusPlain
    /Papyrus-Regular
    /Parchment-Regular
    /Parisian
    /ParkAvenue
    /Penumbra-SemiboldFlare
    /Penumbra-SemiboldSans
    /Penumbra-SemiboldSerif
    /PepitaMT
    /Perpetua
    /Perpetua-Bold
    /Perpetua-BoldItalic
    /Perpetua-Italic
    /PerpetuaTitlingMT-Bold
    /PerpetuaTitlingMT-Light
    /PhotinaCasualBlack
    /Playbill
    /PMingLiU
    /Poetica-SuppOrnaments
    /PoorRichard-Regular
    /PopplLaudatio-Italic
    /PopplLaudatio-Medium
    /PopplLaudatio-MediumItalic
    /PopplLaudatio-Regular
    /PrestigeElite
    /Pristina-Regular
    /PTBarnumBT-Regular
    /Raavi
    /RageItalic
    /Ravie
    /RefSpecialty
    /Ribbon131BT-Bold
    /Rockwell
    /Rockwell-Bold
    /Rockwell-BoldItalic
    /Rockwell-Condensed
    /Rockwell-CondensedBold
    /Rockwell-ExtraBold
    /Rockwell-Italic
    /Rockwell-Light
    /Rockwell-LightItalic
    /Rod
    /RodTransparent
    /RunicMT-Condensed
    /Sanvito-Light
    /Sanvito-Roman
    /ScriptC
    /ScriptMTBold
    /SegoeUI
    /SegoeUI-Bold
    /SegoeUI-BoldItalic
    /SegoeUI-Italic
    /Serpentine-BoldOblique
    /ShelleyVolanteBT-Regular
    /ShowcardGothic-Reg
    /Shruti
    /SILDoulosIPA
    /SimHei
    /SimSun
    /SimSun-PUA
    /SnapITC-Regular
    /StandardSymL
    /Stencil
    /StoneSans
    /StoneSans-Bold
    /StoneSans-BoldItalic
    /StoneSans-Italic
    /StoneSans-Semibold
    /StoneSans-SemiboldItalic
    /Stop
    /Swiss721BT-BlackExtended
    /Sylfaen
    /Symbol
    /SymbolMT
    /SymbolTiger
    /SymbolTigerExpert
    /Tahoma
    /Tahoma-Bold
    /Tci1
    /Tci1Bold
    /Tci1BoldItalic
    /Tci1Italic
    /Tci2
    /Tci2Bold
    /Tci2BoldItalic
    /Tci2Italic
    /Tci3
    /Tci3Bold
    /Tci3BoldItalic
    /Tci3Italic
    /Tci4
    /Tci4Bold
    /Tci4BoldItalic
    /Tci4Italic
    /TechnicalItalic
    /TechnicalPlain
    /Tekton
    /Tekton-Bold
    /TektonMM
    /Tempo-HeavyCondensed
    /Tempo-HeavyCondensedItalic
    /TempusSansITC
    /Tiger
    /TigerExpert
    /Times-Bold
    /Times-BoldItalic
    /Times-BoldItalicOsF
    /Times-BoldSC
    /Times-ExtraBold
    /Times-Italic
    /Times-ItalicOsF
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Times-RomanSC
    /Trajan-Bold
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Tunga-Regular
    /TwCenMT-Bold
    /TwCenMT-BoldItalic
    /TwCenMT-Condensed
    /TwCenMT-CondensedBold
    /TwCenMT-CondensedExtraBold
    /TwCenMT-CondensedMedium
    /TwCenMT-Italic
    /TwCenMT-Regular
    /Univers-Bold
    /Univers-BoldItalic
    /UniversCondensed-Bold
    /UniversCondensed-BoldItalic
    /UniversCondensed-Medium
    /UniversCondensed-MediumItalic
    /Univers-Medium
    /Univers-MediumItalic
    /URWBookmanL-DemiBold
    /URWBookmanL-DemiBoldItal
    /URWBookmanL-Ligh
    /URWBookmanL-LighItal
    /URWChanceryL-MediItal
    /URWGothicL-Book
    /URWGothicL-BookObli
    /URWGothicL-Demi
    /URWGothicL-DemiObli
    /URWPalladioL-Bold
    /URWPalladioL-BoldItal
    /URWPalladioL-Ital
    /URWPalladioL-Roma
    /USPSBarCode
    /VAGRounded-Black
    /VAGRounded-Bold
    /VAGRounded-Light
    /VAGRounded-Thin
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VerdanaRef
    /VinerHandITC
    /Viva-BoldExtraExtended
    /Vivaldii
    /Viva-LightCondensed
    /Viva-Regular
    /VladimirScript
    /Vrinda
    /Webdings
    /Westminster
    /Willow
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /WNCYB10
    /WNCYI10
    /WNCYR10
    /WNCYSC10
    /WNCYSS10
    /WoodtypeOrnaments-One
    /WoodtypeOrnaments-Two
    /WP-ArabicScriptSihafa
    /WP-ArabicSihafa
    /WP-BoxDrawing
    /WP-CyrillicA
    /WP-CyrillicB
    /WP-GreekCentury
    /WP-GreekCourier
    /WP-GreekHelve
    /WP-HebrewDavid
    /WP-IconicSymbolsA
    /WP-IconicSymbolsB
    /WP-Japanese
    /WP-MathA
    /WP-MathB
    /WP-MathExtendedA
    /WP-MathExtendedB
    /WP-MultinationalAHelve
    /WP-MultinationalARoman
    /WP-MultinationalBCourier
    /WP-MultinationalBHelve
    /WP-MultinationalBRoman
    /WP-MultinationalCourier
    /WP-Phonetic
    /WPTypographicSymbols
    /XYATIP10
    /XYBSQL10
    /XYBTIP10
    /XYCIRC10
    /XYCMAT10
    /XYCMBT10
    /XYDASH10
    /XYEUAT10
    /XYEUBT10
    /ZapfChancery-MediumItalic
    /ZapfDingbats
    /ZapfHumanist601BT-Bold
    /ZapfHumanist601BT-BoldItalic
    /ZapfHumanist601BT-Demi
    /ZapfHumanist601BT-DemiItalic
    /ZapfHumanist601BT-Italic
    /ZapfHumanist601BT-Roman
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064506390020064506420627064A064A0633002006390631063600200648063706280627063906290020062706440648062B0627062606420020062706440645062A062F062706480644062900200641064A00200645062C062706440627062A002006270644062306390645062706440020062706440645062E062A064406410629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002000760068006f0064006e00fd00630068002000700072006f002000730070006f006c00650068006c0069007600e90020007a006f006200720061007a006f007600e1006e00ed002000610020007400690073006b0020006f006200630068006f0064006e00ed0063006800200064006f006b0075006d0065006e0074016f002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003b103be03b903cc03c003b903c303c403b7002003c003c103bf03b203bf03bb03ae002003ba03b103b9002003b503ba03c403cd03c003c903c303b7002003b503c003b903c703b503b903c103b703bc03b103c403b903ba03ce03bd002003b503b303b303c103ac03c603c903bd002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005E205D105D505E8002005D405E605D205D4002005D505D405D305E405E105D4002005D005DE05D905E005D4002005E905DC002005DE05E105DE05DB05D905DD002005E205E105E705D905D905DD002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D905D505EA05E8002E002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata pogodnih za pouzdani prikaz i ispis poslovnih dokumenata koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF00410020006800690076006100740061006c006f007300200064006f006b0075006d0065006e00740075006d006f006b0020006d00650067006200ed007a00680061007400f30020006d0065006700740065006b0069006e007400e9007300e900720065002000e900730020006e0079006f006d00740061007400e1007300e10072006100200073007a00e1006e0074002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c00200068006f007a006800610074006a00610020006c00e9007400720065002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f0020006e00690065007a00610077006f0064006e00650067006f002000770079015b0077006900650074006c0061006e00690061002000690020006400720075006b006f00770061006e0069006100200064006f006b0075006d0065006e007400f300770020006600690072006d006f0077007900630068002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e007400720075002000760069007a00750061006c0069007a00610072006500610020015f006900200074006900700103007200690072006500610020006c0061002000630061006c006900740061007400650020007300750070006500720069006f0061007201030020006100200064006f00630075006d0065006e00740065006c006f007200200064006500200061006600610063006500720069002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043f043e04340445043e0434044f04490438044500200434043b044f0020043d0430043404350436043d043e0433043e0020043f0440043e0441043c043e044204400430002004380020043f04350447043004420438002004340435043b043e0432044b044500200434043e043a0443043c0435043d0442043e0432002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020007000720069006d00650072006e006900680020007a00610020007a0061006e00650073006c006a00690076006f0020006f0067006c00650064006f00760061006e006a006500200069006e0020007400690073006b0061006e006a006500200070006f0073006c006f0076006e0069006800200064006f006b0075006d0065006e0074006f0076002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005400690063006100720069002000620065006c00670065006c006500720069006e0020006700fc00760065006e0069006c0069007200200062006900720020015f0065006b0069006c006400650020006700f6007200fc006e007400fc006c0065006e006d006500730069002000760065002000790061007a0064013100720131006c006d006100730131006e006100200075007900670075006e002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /ENU (Use these settings to create Adobe PDF documents suitable for reliable viewing and printing of business documents.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


