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This course ceers the introductory basics and some recent topics in the area of lossless data com-
pression. W will cover the following topics.

First, we introduce the notion of a lossless compres&erwill cover the fundamental techniques dik
Shannon-Bno coding, Huffman coding and Arithmetic code® Wil cover Kolmogorow complexity as
the "limit notion" of a lossless code, where the compressor carylaetdtnary program.

Special emphasis will be\gin to the class of "umiersal codes", including the LempehiZilgorithm® 2 and
the Burrows-Wheeler transformiWe then study the optimality and rate of gergence results of the Lem-
pel-Ziv algorithm, in the weak sense, and in the strong sense.

We then coer some current topics in the topic of uaisal codes.Specifically the class of uniersal codes
has been shown to be "non-usli' with respect to small perturbationse Will study the tools used to
establish these results, andestigate some open problems in this atea.

Finally, we finish with some applications of the Lempel-Zgorithm to areas li& Satistical inference,
and algorithms.

Mathematical techniques used in these results include recurrence theorems from ergodicattieory
"Rokhlin-Kakutani tower constructions" from Ergodic theory (also known as "cutting and statking".

The text books we will use for the course include "Elements of Information Theory"vay &a Thomas
[5] , "Information Theory" by Csizar anddfner [6] , and "&xt Compression” by Bell, Cleary anditW
ten[7]
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Thefollowing givesallist of topicswe intend to cover in the cour se.

1

Introduction to Lossless coding. Wqrobability of compression. Basic compression schemes - Run-
length encoding, Differential compression,

Lossless Coding - ShannenNoiseless Coding Theorem, Shannon-Fano Codes, Huffman Codes,
Arithmetic Coding.

Mathematical Preliminaries - EntygpKullback-Leibler Dvergence. Introductiorio corvergence -
corvergence in measure (weak a@rgence), cowergence with probability 1 (strong ceergence)
and pointwise corergence. Chebyshés inequality Weak Lav of Large Numbers, Strong kaof
Large Numbers, Ergodicityhe Ergodic Theorem. Shannon-McMillan-Breiman Theorem.

Lempel Zi compression - LZ77 and LZ78 variants. Optimality of LZ compressors - strong sense and
pointwise sense [8] Lempel~ZiMarkov Chain variant. Non-robustness of uaisal compressors -
Cutting and stacking [9] ,[10] Applications of LempelsZiompression to statistical inference, port-
folio selection and dynamic programming.

Burrows-Wheeler Transform - optimality.
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