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AbstratIn the ontext of distane eduation, a remote student may expet quik playbakstart-up and uninterrupted playbak of a lassroom leture on his desktop. With thestreaming media, the quik playbak start-up an be ahieved where the player startsplaybak without waiting for the whole media �le to be downloaded to loal storage.The issue of the uninterrupted playbak an be resolved by low bit-rate audio-videooding. However, the simplisti approah to the low bit-rate video oding degradesthe quality of the leture video, espeially of the slides being explained by theinstrutor.We fous on the issue of the uninterrupted playbak while maintaining the ex-ellent quality of the slides, on the student's desktop. In our approah, we see twosemantially di�erent visual entities in the leture video, i.e., the presentation slidesand the instrutor's body overlapping the slides. Normally the instrutor oupiessmall region of the frame, so the video of the instrutor's body movements is anatural hoie for low bit-rate oding. We use hroma-key based oding of the in-strutor's video where bakground surfae is represented by a hroma-key say greenolor. We then interleave the low bit-rate voie of the instrutor with the odedvideo stream. The oded audio-video of the instrutor an further be onverted tothe streaming media. We assume the presene of the Mirosoft Powerpoint slidesalong with the timing information, reorded during the leture. The presentation�le and audio-visuals of the instrutor are made available through a web server.For the playbak of the leture ontents, a player, on the student's desktop, �rstdownloads the presentation �le from the web server. The download time is lessbeause of the small size of the presentation �le. The player extrats the slides ofthe original quality. The low bit-rate oded (i.e. highly ompressed) audio-visualsof the instrutor are streamed through the player and are simultaneously deoded.The player makes the hroma-key bakground, in the video frames, transparent andsuperimposes the instrutor's body over the slide. The player displays the visualoutput and simultaneously plays the instrutor's voie for the whole leture. The



overall synhronization between the instrutor's audio-video and the running slidesis ahieved by maintaining the reorded timing for eah slide in the presentation �le.Our approah surpasses the real learning experiened in a lassroom, beausethe quality of the slides is exellent on the student's desktop as ompared with thequality appeared from a ertain distane in a lassroom.
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Abbreviations used in this doument� ACM: Audio Compression Manager� AD: Audio Deoder� AMOS: Ative MPEG-4 Objet Segmentation� ANSI: Amerian National Standards Institute� API: Appliation Programming Interfae� AVI: Audio Video Interleave� CBDM: Chroma-key Based Display Mixer� ode: COder DECoder� COM: Component Objet Model� DCI: Display Control Interfae� DIB: Devie Independent Bitmap� fps: frames per seond� GIF: Graphis Interhange Format� IEC: International Eletrotehnial Commission� IP: Internet Protool� ISDN: Integrated Servies Digital Networkii



� ISO: International Standards Organization� JDK: Java Development Kit� JIT: Just In Time� KB: Kilo Bytes� kbps: kilo bits per seond� KHz: Kilo Hertz� LBAE: Low Bit-rate Audio Enoder� LBVE: Low Bit-rate Video Enoder� MB: Mega Bytes� NTSC: National Television System Committee (a video standard used inUnited States, Japan)� PAL: Phase Alternating Line (a video standard used in United Kingdom)� PCM: Pulse Code Modulation� RFC: Request For Comments� SDK: Software Development Kit� SDO: Soure Data Objet� SE: Slides Extrator� TCP: Transmission Control Protool� UDP: User Datagram Protool� URL: Uniform Resoure Loator� VD: Video Deoder iii



Terminology used in this doument� ASF: Mirosoft's Advaned Streaming Format [6℄. This audio-video formatsupports low bit-rates suh as 28.8 kbps, 56 kbps, 64 kbps and 128 kbps andallows �progressive playbak� using web server streaming. The AVI, MPEG-1and .wav �les an be enoded to ASF format using Windows Media Enoderversion 6.x. ASF format is based on MPEG-4 ompression tehnology. Thisis Mirosoft's proprietary format and not too many ASF editing/onversiontools are freely available.� Audio interleaving: Very few appliations deal with digital video only. Nor-mally digital video is aompanied by digital audio. Audio interleaving sug-gests the way to integrate a video stream and an audio stream in order toahieve synhronization between the two.� Bit-rate: The rate at whih the enoded bitstream is delivered from thestorage medium to the input of a deoder.� DCI: The Diplay Control Interfae (DCI) for the Mirosoft Windows operat-ing system is a driver-level software interfae whih provides aess to displaydevies. DCI provides aess to the display devie-independent bene�ts suhas improved video playbak quality. DCI is the predeessor of the MirosoftDiretDraw.� GOP (Group Of Pitures): In a oded video stream, a sequene of enodedpitures from one intra-oded piture to a piture just before next intra-odedpiture is alled a GOP. iv



� HTTP: The HyperText Transfer Protool [16℄ is an appliation-level protooldesigned for distribution of hypertext and multimedia douments over theWorld Wide Web.� IP multiast: IP multiast [11℄ allows very e�ient delivery of streamingontent to large number of users. However, it only works on networks withmultiast-enabled routers.� Jitter: The variable network lateny, normally aused by the queuing of pak-ets at eah router between soure and destination, is alled jitter.� JPEG: JPEG [20℄ is a standardized image ompression mehanism. JPEGstands for Joint Photographi Experts Group, the original name of the om-mittee that wrote the standard. JPEG is designed for ompression of eitherfull-olor or gray-sale images of natural, real-world senes. JPEG is �lossy�,meaning that the unompressed image isn't quite the same as the original one.JPEG is designed to exploit known limitations of the human eye, notably thefat that small olor hanges are pereived less aurately than small hangesin brightness. The enoder an trade o� �le size against output image quality.The deoder an trade o� deoding speed against image quality.� Low bit-rate video oding: The video ompression tehnique whih outputsa oded video stream of not greater than 64 kbps bit-rate.� Mirosoft DiretX: DiretX [13℄ is an API supported by the Mirosoft Win-dows that enhanes the multimedia apabilities of the omputer. DiretX in-ludes aelerated video ard and sound ard drivers. These drivers providebetter playbak for di�erent types of multimedia, suh as full-olor graphis,video, 3-D animation, immersive musi, and theater sound. DiretX enablesthese advaned funtions without requiring the programmer to identify thehardware omponents in the omputer and ensures that most software runson most hardware systems. DiretX is omprised of APIs that are groupedinto two lasses. One is the DiretX Foundation layer, and other is the DiretXMedia layer. v



The DiretX Foundation layer automatially determines the hardware apabil-ities of the omputer and then sets the program's parameters to math thoseapabilities. These APIs ontrol low-level funtions, inluding 2-D graphisaeleration and ontrol of sound mixing and sound output. The low-levelfuntions are supported by the omponents that make up the DiretX Foun-dation layer. Some of these omponents are DiretDraw and DiretSound.The DiretX Media layer works with the DiretX Foundation layer to providehigh-level servies that support animation, media streaming and interativity.Like the DiretX Foundation layer, the DiretX Media layer is omprised ofseveral integrated omponents. One of the omponents is DiretShow.� Mirosoft DiretDraw: The Mirosoft DiretDraw API [13℄ supports ex-tremely fast and diret aess to the aelerated hardware apabilities of aomputer's video adapter. It supports standard methods of displaying graph-is on all video adapters, and faster, more diret aess when using aelerateddrivers. DiretDraw provides a devie-independent way for programs, suh asdigital video odes, to gain aess to the features of spei� display devieswithout requiring any additional information from the user about the devie'sapabilities.� Mirosoft DiretSound: The Mirosoft DiretSound API [13℄ provides alink between programs and an audio adapter's sound mixing and playbakapabilities. DiretSound provides multimedia appliations with low-latenymixing, hardware aeleration, and diret aess to the sound devie. Itprovides these features while maintaining ompatibility with existing deviedrivers.� Mirosoft AtiveMovie/DiretShow SDK: [12℄The Mirosoft AtiveMovie SDK lets developers aess AtiveMovie servies,whih provide playbak of multimedia streams from loal �les or Internetservers. Spei�ally, this allows playbak of video and audio ontent, om-pressed in various formats inluding MPEG, QuikTime and AVI.vi



The heart of the AtiveMovie servies is a modular system of pluggable ompo-nents alled �lters arranged in a on�guration alled a �lter graph. Normallyone �lter handles a basi funtion in dealing with media �les suh as readingfrom a media �le, writing to a media �le, transforming (e.g. ompressing,deompressing et.) a media stream, rendering media on a surfae et. Aomponent alled the �lter graph manager oversees the onnetion of these�lters and ontrols the data �ow of the stream. Figure 1 depits a �lter graphthat an render an Audio-Video Interleaved (AVI) �le.
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Figure 1: Generi �lter graph used to render an AVI �leAppliations ontrol the ativities of the �lter graph by ommuniating withthe �lter graph manager. This an be done indiretly using the AtiveMovieAtiveX ontrol or by alling COM interfae methods diretly. The SDK allowsdevelopers to reate their own �lters using the AtiveMovie lass library. Thebase lasses in the library implement the required COM interfaes on the �ltersand provide the basi �lter framework.The AtiveMovie version 2.0 has been renamed as DiretShow.� MMX tehnology: MMX stands for MultiMedia eXtension. The high per-formane multimedia proessing instrutions are provided as extension to Pen-tium's general purpose instrution set.� Network ongestion: When the load o�ered to any network is more thanit an handle (when there are too many pakets present in a network), theperformane degrades. This situation is alled network ongestion.vii



� Real-time distane eduation: If the distane eduation experiene mathesthe time-bound learning experiene of a lassroom leture, we all it real-timedistane eduation.� Real-time transmission of data: If the atual rate of data transmissionmathes the rate of data onsumption, then it is alled real-time transmissionof data.� RTSP: The Real Time Streaming Protool or RTSP [3℄, is an appliation levelprotool for ontrol over the delivery of data with real-time properties. RTSPprovides an extensible framework to enable ontrolled, on-demand deliveryof real-time data, suh as video and audio from live data and stored lips.The protool is intended to ontrol multiple data delivery sessions, provide ameans for hoosing delivery hannels suh as UDP, multiast UDP and TCP,and provide a means for hoosing delivery mehanisms based upon RTP (RFC1889).� RTT: For eah onnetion, TCP maintains a variable, RTT, that is the besturrent estimate of the round-trip-time to the destination in question. Theround-trip-time means time required for a segment to reah its destinationplus the time required for its aknowledgement to reah the soure.� Salability option in video ompression: This is one of the options spei-�ed while ompressing a video using some odes. When salability is enabled,video is ompressed in a manner that allows playbak visual quality to varyautomatially, based on the available proessing power of the playbak system.If proessing power is inadequate, the ode degrades visual quality inremen-tally rather than dropping frames. This avoids jerky video playbak.� Streaming media: Streaming media �le begins playing almost immediately,while the data is being sent, without having to wait for the whole �le to bedownloaded to the loal storage.� Web server streaming: A standard web server is used (instead of a stream-ing server) to deliver the audio and video data, available in a �progressiveviii



playbak� format, to the lient. The data reeived is streamed through theappliation. Web server streaming uses HTTP for ommuniation between theserver and the lient. HTTP typially uses TCP for transport protool.
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Chapter 1Introdution
1.1 Introdution to the problemWith the advent of streaming media tehnology, �Distane Eduation� mehanismshave got a new dimension. Today's student expets lassroom leture ontents onhis desktop. However urrent tehnologies don't ope well with Internet ongestion.In addition, slow player start-up fores user to wait for some time initially. It isvery di�ult to quikly start uninterrupted playbak of a typial one hour lass-room leture video on a remote student's desktop even with the streaming mediatehnology.The hallenge before ontent-developers seems to be real-time transmission andquik playbak start-up on lient mahine while maintaining reasonable quality ofthe leture ontents. The present work explores `bit-rate' as the dimension of theomputer-based distane eduation mehanism and strives to ahieve the low bit-rate (hene possibly real-time) distane eduation using web server streaming. Inother words, we ome up with a sheme to get the ompressed leture video streamwhih does not exeed 64 kbps bit-rate.

1



1.2 MotivationThe noble ause of eduationWe typially learn about a new onept by listening to an expert's talk explainingthe onept with the aid of its model. Using the tehnology today, it is possible toprovide models, leture material et. in some form. But the role of the instrutorseems to be essential in a omplete learning experiene provided the instrutor islearly seen and heard.Time-tested distane eduation e�ortsToday's tehnology provides with various means to preserve the letures in thearhives and reuse them whenever needed. Video assette and television broadast-ing have been time-tested means of distane learning.Future distane eduation using streaming mediaThe Multimedia tehnology makes the information available in the form of graph-is, images, audio, video et. Various ompression-deompression tehniques solvethe problem of huge storage required for audio-visual information. Internet-basedstreaming media tehnology has the potential to dominate media distribution amongthe urrently used tehnologies suh as broadast TV distribution, able TV distri-bution and physial video rental via assettes and CDs.Current tehnial issues in streaming media [2℄Current streaming protools don't ope well with Internet ongestion at high rates.This results in annoying display quality with oasional interruptions.The other major tehnial issue is the start-up time of the streaming mediaplayer. The bu�ering, on the player side, may result in slow start-up of the player.The reason for using a bu�er is to absorb network �jitters� with time.
2



1.3 Our approahIn the ontext of distane eduation appliation, the remote student may expet thequik playbak start-up and uninterrupted playbak of a lassroom leture video onhis desktop. With the streaming media, the �rst issue of the quik playbak an behandled where the player an start playbak without waiting for the whole media�le to be downloaded to loal storage. In order to resolve the issue of uninterruptedplaybak over today's narrow ommuniation hannels, the low bit-rate audio-videooding is a natural hoie.Salient features of a lassroom leture movie used in our approah1. The leture is aptured from a �xed point of view. Hene a �xed major portionof eah video frame is oupied by the presentation slide.2. The ommon presentation format is slide driven. In our approah, the slidesare in the Mirosoft Powerpoint format.3. Usually the ontents of the slide hange slowly and at disrete time intervals.4. During the atual reording of the leture, the transition timing per slidean be noted and the same timing information an be saved along with thepresentation.5. The only moving objet in the video is the instrutor (typially the upperbody of the person).6. The instrutor's body usually overlaps the slide and the region oupied bythe instrutor is small as ompared to the size of the whole video frame.7. Usually the only audio omponent is the voie of the instrutor.Limitations of simplisti approah to low bit-rate video odingThe simplisti approah to the low bit-rate video oding ertainly degrades thequality of the leture ontents. Figure 1.1 shows one deoded frame provided in3



low bit-rate oded Mirosoft's Advaned Streaming Format (ASF). In this ase, theslide being explained by the instrutor is not learly visible to the remote studentafter deoding suh a highly ompressed leture video. The deoded audio is noisyand unlear due to the high ompression.

Figure 1.1: Poor quality video frame due to simplisti approah to low bit-rate videoodingOur approah using hroma-key based low bit-rate video odingIn our approah, we fous on the issue of uninterrupted playbak, while maintainingthe exellent quality of the slides, on the remote student's desktop. The approah, ifoupled with the streaming media tehnology, results in ahieving real-time distaneeduation with the existing web server infrastruture.In our approah, we see two semantially di�erent visual entities in the leturevideo, i.e., the presentation slides and the instrutor's body movements overlappingthe slides. The instrutor normally overlaps the slide and oupies small region ina video frame. Therefore the area ontaining the instrutor's visual part is a goodhoie for applying low bit-rate video oding tehnique.4



We propose an approah similar to the hroma-keying. A well-known exampleof hroma-keying is the television weather foreaster standing in front of a satelliteweather piture. In reality, the foreaster stands in front of a blue sreen and videogadgetry replaes the blue olor with another video signal. Anything that is not theblue �key� is left unhanged in the �nal output.During the ontent-development, we segment out the visuals of the instrutor'sbody movements and replae the bakground with a �xed hroma key suh as greenolor. The by-produt of this segmentation, i.e., the hroma-key information, thesize of the display window et., serve as the display parameters during the playbak.We apply a low bit-rate oding (i.e. high ompression) tehnique on the segmentedvideo of the instrutor and interleave the low bit-rate oded voie of instrutor withthe oded video stream. We assume the presene of the slides (e.g. the MirosoftPowerpoint �le) along with the transition timing per slide reorded during the le-ture. The presentation �le, the oded audio-visuals of the instrutor and the displayparameters, representing the leture ontents altogether, are made available througha web server.For the playbak of the leture ontents, the player on the remote student's desk-top �rst downloads the presentation �le and the display parameters from the webserver. The download time is very small beause of the relatively small size of thepresentation �le. The player extrats the slides of the original quality from the pre-sentation �le. The low bit-rate oded (i.e. highly ompressed) audio-visuals of theinstrutor are also streamed through the player. The player then simultaneously de-odes the audio and the video of the instrutor, replaes the hroma key in the videoframes with transparent olor and superimposes the instrutor's body movementsover the slide. The overall synhronization between the instrutor's audio-video andthe running slides is ahieved by maintaining the transition timing per slide of thepresentation.Our approah surpasses the real learning experiened in a lassroom, beausethe quality of slides is exellent on student's desktop as ompared with the qualityappeared from a ertain distane in a lassroom.
5



1.4 Related work1.4.1 �NetCast� projetOne of the major attempts for distane eduation is the `NetCast' projet [17℄ by agroup of tehniians with the support of University of South Florida. In this attempt,streaming audio-video and IP multiast tehnologies have been used. `NetShow' (aprodut from Mirosoft) [10℄ is used as the streaming server to multiast the letureontents.1.4.2 Live Intranet distane learning system using MPEG-4over RTP/RTSPA reent attempt [15℄ uses MPEG-4 to realize distane eduation appliation. MPEG-4 is a reent standard from ISO/IEC for the oding of natural and syntheti audio-visual data in the form of audio-visual objets that are arranged into an audio-visualsene by means of a sene desription.The senario involves the video and audio of a lassroom instrutor where theoverhead foils, the instrutor may use, are sent as a separate data stream. The threestreams are enapsulated in MPEG-4 systems, whih adds synhronization, amongthe streams, and a ombined omposition (i.e. positioning and sizing) into a singlemultimedia presentation.This attempt uses RTP/RTSP and HTTP as the transport mehanisms to deliverthe leture ontents to the remote student's desktop.1.4.3 Segmentation of the instrutor's body using edge de-tetionWe experimented with a simple approah for segmenting out the instrutor's body(i.e., head, shoulders and arms mainly) from the leture video. In this approah,we �rst apply the anny �lter (an image proessing algorithm that is used to detetedges), with suitable values of input parameters namely sigma and threshold, on eahframe of the video. To detet the boundary of the person aurately, the person's6



lothes must be in ontrast with the olor of the bakground surfae. The shadowof the person should also be avoided in the frame. The next step is to replae thebakground, with a �xed olor say green.1.4.4 Some tehniques for low bit-rate video odingWe studied two tehniques for the low bit-rate oding of the video. Though theyappear promising we ould not use them for our approah, as no standard tool thatwe used had a support for the same.Model-based tehniques for low bit-rate video oding [7℄Model-based video oding is a tehnique, whih is suitable to ahieve low bit-rateoding of a video that ontains the repeated/similar ations of a human objet inthe video. The model-based approah entails to model the human body in some wayand send only the model information on the other side. The human body imageis reonstruted on the other side using this information. It results in a fairly lowbit-rate as the model data and not the real image is sent over the network.Various methods to reate 2-d or 3-d models of human fae and human bodyhave been studied. The general desription of a model-based oding system is shownin the �gure 1.2.
Analysis data Input image Output image
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Figure 1.2: General desription of a model-based oding systemMPEG-4 standard supports very low bit-rate oding of virtual human animation[18℄, using model-based approah, with bit-rate requirements as low as 1 kbps.7



Low bit-rate video oding using watershed segmentation and ontrolpoint traking [1℄Some work has been undertaken by Mr. B. Prabhakar to implement low bit-ratevideo oding. In his M.Teh. thesis, the author disussed about his implementationof the watershed segmentation algorithm and ontrol point traking. He presentedthe results for a sample video, whih ontains the upper part of the human body(fae and shoulders). In this approah, the data rate ahieved is between 10 and 20kbps for a frame rate of 7.5 fps.1.4.5 Low bit-rate speeh odingThere are two approahes that we looked at for speeh oding. In one approah, theoders are alled waveform oders that an maintain better quality of human voieat high bit-rates. In another approah, the oders are named as vooders (voieoders) that an ahieve low bit-rate, but degrades the quality of the voie to someextent.CELP (Code Exitation Linear Predition) tehnique ombines the high qualityof the waveform oding with the ompression e�ieny of the model-based vooders.It overs the bit-rate range from about 6 to 24 kbps. In MPEG-4, linear preditiveoding (LPC) is realized by means of CELP oding tehnique.We tested the CELP oding tehnique in its regular pulse exitation (RPE) modeusing a sample audio �le representing the voie of the instrutor. The audio takesa storage spae of 5.69 MB in .au format. The size of the CELP oded audio �le(.mp4) is 307 KB that requires 21.5 kbps hannel for transmission in real-time. Thequality of the voie, after deoding, is aeptable for distane eduation appliation.1.5 Organization of the thesisThe rest of the thesis is organized as follows.In hapter 2 we disuss the overall arhiteture of our approah. In hapter 3we disuss the various tehnologies used by us along with their programmable and8



non-programmable features. In hapter 4 we disuss the sheme followed during theontent-development and the implementation of the player. We disuss the resultsof the urrent work and onlude this work with some suggested future extensionsin hapter 5.
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Chapter 2Overall arhitetureIn the ontext of distane eduation, over the existing web infrastruture, a remotestudent expets two things, i.e., the quik playbak start-up and the smooth (i.e.,uninterrupted) playbak of the leture ontents, on his desktop. The streaming me-dia tehnology resolves the issue of playbak start-up time where the player startsthe playing immediately without waiting for the whole media �le to be downloadedon the lient side. In our approah, we fous on the seond issue of smooth playbakof the leture ontents, on the remote student's desktop. Our approah, when ou-pled with the streaming media tehnology, ahieves the real-time distane eduationover the existing narrow ommuniation hannels of bandwidth say 128 kbps.The low bit-rate audio-video oding of the leture ontents resolves the issue ofsmooth playbak. However, the simplisti approah to the low bit-rate video odingdegrades the quality of the leture video, espeially of the slides being explained bythe instrutor. So our approah aims to ahieve smooth playbak of the low bit-rateoded leture ontents, yet maintain the exellent quality of the slides on the remotestudent's desktop.In order to ahieve these on�iting goals, our approah inorporates an elaboratemethodology for developing the leture ontents and a dediated player, whih playsthe leture ontents on the remote student's desktop (i.e., on the lient side). Theplayer exeutes eah time a remote student aesses the leture ontents kept on aweb server. 10



2.1 Content-development phaseThe role of the ontent-developer (i.e., an expert person) is to ode the letureontents suh that the bit-rate of the developed leture ontents doesn't exeed 128kbps at the same time the original quality of the slides is maintained on the remotestudent's desktop. The ontent-developer uses the digital movie of a lassroomleture for the development of the leture ontents. In the movie, a �xed majorportion of eah video frame is oupied by presentation slide with the instrutor'sbody movements oupying the small region and frequently overlapping the slide.The ontent-developer sees two semantially di�erent entities, in the leture movie,i.e., the running presentation and the instrutor. The presentation �le (made byusing the Mirosoft Powerpoint), used in the leture, ontains the ontents of all theslides along with the transition timing per slide rehearsed during the atual letureevent. The presentation �le, when kept on the web server, diretly serves as the partof the leture ontents to be used by the player. So the development of the ontentsis nothing but generating the enoded audio-visuals of the instrutor, having bit-ratenot more than 128 kbps, as the remaining part of the leture ontents.Figure 2.1 shows the pitorial representation of the ontent-development proe-dure. Following is the high-level desription of the software omponents used in thisproedure.1. Splitter: The splitting of the original leture movie is essential beause weproess the audio and the video separately. The splitter takes the digital movieof the aptured leture ontent as input. It splits the input into separate audioand video streams and saves those streams into separate audio and video �les.2. Segmentor: The segmenting of the instrutor's visual part is essential beauseit is the only visual part of the leture whih an be highly ompressed withoutmuh a�eting the quality of the overall playbak. The segmentor takes thevideo �le generated by the splitter as input. It goes through eah frame of thevideo �le and deides whih part of the frame represents foreground objet.The segmentor omponent exeutes semi-automatially, where the ontent-developer spei�es some input parameters to deide about the boundary of11



the objet. The remaining part of the frame is treated non-signi�ant. Theoutput of the segmentation is the video with only foreground objet in frontof a �xed olor bakground. The �xed bakground olor is alled hroma-keyand the information about the hroma-key is saved as one of the display pa-rameters for the player's referene. Sometimes the segmentor applies roppingon input video for separating the retangular region in the video frame wherethe foreground objet is most likely to be present. The segmentor disardsthe remaining part of eah video frame. This helps the segmentor exeutefaster. However, this may require repositioning of foreground objet on anybakground surfae. In that ase, the segmentor generates ropping param-eters, i.e., top, bottom, left and right margins, as the display parameters forthe player's referene.3. Low Bit-rate Video Enoder (LBVE): The LBVE is required to highlyompress the instrutor's visual part. The LBVE takes the video �le of the in-strutor's body movements, generated by the segmentor, as input. It also takesspei�ations, namely the destination frame size and the destination framerate, from the ontent-developer. LBVE then generates a highly ompressedvideo �le of bit-rate not more than 64 kbps. To ahieve this ompression,LBVE throws away the redundant information from the input video. It triesto minimize the spatial redundany as well as temporal redundany from theinput video.4. Low Bit-rate Audio Enoder (LBAE): The LBAE is required to throwaway the redundant information in the audio of the instrutor and onvertit into a ompat format. The LBAE takes the audio �le of the instrutor'snarration, generated by the splitter, as input. It also requires the ontent-developer to speify the destination sample rate, i.e., samples per seond, andthe destination sample preision (i.e., number of bits used to represent eahsample). It generates highly ompressed audio �le of bit-rate not more than 64kbps. To ahieve this ompression, LBAE uses some harateristis of audiospei� to the human voie. 12



5. Synhronizer: This omponent is required by the ontent-developer to main-tain the onsisteny, between the instrutor's body movements and the nar-ration, as observed in the original digital movie of the leture. Synhronizertakes the low bit-rate enoded video �le and the low bit-rate enoded audio�le as input and generates the synhronized low bit-rate enoded audio-video�le. The synhronization is ahieved by using the impliit timing informationpresent in the input video and audio streams.2.2 Arhiteture of the playerThe role of the player is to play the leture ontents, available on the web server,on the remote student's desktop eah time a student aesses the leture ontents.The player takes the audio-video of the instrutor, the presentation �le and thedisplay parameters saved in a separate text �le as its inputs. It plays the voie ofthe instrutor and displays the visuals of the leture, i.e., the slides along with theinstrutor explaining the slides.The player needs to ful�ll the following major expetations of the remote student.1. Ease in using the player with very little user intervention.2. Faility to save slides to loal storage for student's future referene.3. Clarity of the slides.4. Clarity of the instrutor's narration.5. Consisteny/auray in the instrutor's body movements with respet to theontents on the slide.6. Uninterrupted playbak of the leture ontents.Figure 2.2 represents the arhiteture of the player.
13



The player onsists of following software omponents.1. Slides Extrator (SE): The main job of the SE is to extrat the displayableinformation, i.e., the leture material on slides, from the Mirosoft Powerpoint�le. In other words, the SE deodes the Powerpoint presentation �le to get theslides, as separate images, and the transition timing per slide. The SE takesthe presentation �le as its input. It generates the slides as separate bitmapimages and a separate �le ontaining the transition timing per slide. Theoutput generated by the SE serves as input to the display mixer (CBDM).2. Audio Deoder (AD): The AD is required to deode the audio of the leture,i.e., the instrutor's voie before playing it on the remote student's desktop.The AD takes the audio part of synhronized audio-video of the instrutoras input. It deompresses the input audio and generates the voie of theinstrutor as unompressed audio. A sound devie is required to play thisaudio.3. Video Deoder (VD): The VD is required to deode the video of the in-strutor before playing it. The VD takes the video part of the synhronizedaudio-video of the instrutor as its input. It deompresses the video and gen-erates the displayable video frames as output. The generated video ontainsonly the instrutor's body movements in front of a �xed hroma-key bak-ground. The VD deides the frame rate (i.e., deoded frames per seond) andthe frame size in pixels of unompressed video frames from the informationpresent in the input video stream.4. Chroma-key Based Display Mixer (CBDM): The CBDM is the oreomponent of the player. The task of this omponent is to present the visualaspets of the leture, i.e., the slides and the instrutor's body movementsoverlapping the slides, in a realisti way on the remote student's desktop. TheCBDM takes the unompressed video frames (output of the VD), the bitmapimages representing the slides (output of the SE), the stored transition timingper slide extrated by the SE and the display parameters (i.e., hroma-keyand positioning information et.), generated during the ontent-development,14



as its input. The video representing the instrutor's body movements is su-perimposed on top of the slide images using the positioning information wherethe hroma-key is replaed with the transparent olor. The synhronizationbetween the running slides and the instrutor's body movements is ahievedby updating the slide image at appropriate time. The output generated by thisomponent is displayed on the sreen. The voie of the instrutor is played insynhronization with the instrutor's video.
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Chapter 3Introdution to the tehnologies weused
3.1 Pinnale digital video apture ardThe lassroom leture video is typially available on a video assette reorded inan analog format. To onvert the audio-visual information into digital format, weuse Pinnale video apture ard. The ard omes with M-JPEG (Motion JPEG)ompressor implemented in the hardware. It ompresses eah video frame separatelyusing JPEG ompression algorithm and stores the sequene of suh ompressed videoframes, after interleaving with audio, into an AVI �le. The ompressor exeutesreasonably fast beause of its hardware implementation. However, sine it doesn'tonsider interframe di�erene in the video sequene, the size of the resulting AVI�le is rather large. For example, for a 4 minutes leture video, the AVI �le takes260 MB disk storage.3.2 MPEG-1 standardMPEG is an international standard for the generi oding of motion pitures andassoiated audio. The MPEG standard spei�es the oding and multiplexing ofvideo and audio with synhronization. MPEG enoded video is made up of three18



types of pitures namely I, P, B.� I-pitures are Intra-oded, i.e., they are spatially oded like still images usinginformation only from that frame and an be reonstruted without referringto the other frames.� P-pitures are Preditive oded, i.e., they are oded with referene to a pastpiture (forward predition) whih is either an I-piture or a P-piture. Thereferred piture (P or I) has to be deoded �rst before deoding a P-piture.� B-pitures are Bi-diretionally oded, i.e., they are oded with referene to apast piture (forward predition) and a future piture (bakward predition).The referred pitures have to be non-B pitures. In this ase, both past andfuture referred pitures have to be deoded before deoding a B-piture. AB-piture an never be used as a referene to ode any other piture.Of the three types of oding listed above, I-pitures result in the best qualitybut su�er from low ompression whereas B-pitures have the advantage of highompression though they result in poor quality. P-piture strike a balane betweenI and B-pitures in terms of piture quality, ompression ratio and omputationalomplexity.A set of enoded pitures from one I-piture to a piture just before the nextI-piture form a GOP (Group of Pitures). A sequene of GOPs form an MPEGvideo stream. The �rst piture in a GOP is always an I-piture.We use AVItoMPEG onverter to onvert audio-visual information from AVIformat to MPEG-1 format. For a 4 minutes sample leture video, the output �le inMPEG-1 format takes around 60 MB disk storage.3.3 AMOS: Ative MPEG-4 Objet SegmentationsystemAMOS [21℄ is an ative objet segmentation and traking system for general videosoures. It ombines low level automati region segmentation with an ative methodfor de�ning and traking high-level semanti video objets.19



The system allows users to identify a semanti objet by using mouse in thestarting frame of a video objet. The objet is de�ned by an outline polygon whoseverties and edges are roughly along the desired objet boundary. To tolerate user-input error, a snake algorithm [14℄ is used to align the user-spei�ed polygon tothe atual objet boundary. The snake algorithm is based on minimizing a spei�energy funtion assoiated with edge pixels. Users may also hoose to skip the snakemodule if a relatively aurate outline is already provided. Users an then start theobjet traking proess by speifying a few parameters suh as olor threshold andmotion threshold. At any frame, users may stop the traking proess to re�ne theobjet boundary, hange the traking parameters and resume the traking proess.The traking proess is arried out in two stages. The �rst stage is an initialobjet segmentation stage where the user input is used to reate a semanti ob-jet with underlying homogeneous regions. The seond stage is an objet trakingstage where the homogeneous regions and the objet are traked through suessiveframes.The input video an be PPM piture sequene or MPEG motion piture. Thesystem generates a binary-mask in the PGM (i.e., Portable GrayMap) format, forthe traked objet, at eah frame. Figure 3.3 shows the results of the AMOS systemfor a sample input image.
Original frame Binary maskFigure 3.1: Sample input-output of AMOS software
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3.4 Chroma-key shape oding tehniqueThis shape oding tehnique was inspired from the blue sreen tehnique used in�lm and TV studios. In this tehnique, the olor of a pixel is used to distinguishbetween foreground objet and bakground objet. The objet to be oded is plaedon a stati single olor bakground. The olor of the bakground (hroma-key) hasto be the one not used by the texture of the objet. Usually highly saturated olorsful�ll this requirement. The image or sequene of images with the objet in frontof this one-olored bakground is then enoded using a onventional enoder in fullframe mode. Chroma-key is transmitted to the deoder. The deoder deodes theimages and makes transparent the pixels of olor given by the hroma-key. Thetransparent olored pixel is one that doesn't get modi�ed in its intensity. Figure3.2 shows a sample video frame. Here the bakground is green olor key (shown ingray variation) whih is ommuniated to the deoder to treat the green pixels astransparent while deoding.
Figure 3.2: Sample frame used for hroma-key shape oding

3.5 Mirosoft's AVI formatIn the urrent work, we use the Mirosoft AVI format [6℄ of oding the audio-videobeause the interative AVI odes are freely available. Moreover, these odesful�ll the requirements, of our approah, namely hroma-key based transpareny,reasonably good audio-video synhronization and salability.AVI stands for Audio Video Interleave and is de�ned by Mirosoft. It is one ofthe most ommon format for audio and/or video data on the PC.21



Web authors, planning to use AVI, must provide highly ompressed video at lowbit-rates beause of the limited bandwidth available (from 28.8 kbps for phone lineto 128 kbps for ISDN lines).To ompress the AVI video at low bit-rate, some of the options are as following.� Use smaller frame sizes (e.g. 160x120 pixels)� Use lower frame rates (10-15 frames per seond)� Use of the newer odes suh as Indeo 4.1/5.1 [6℄.The AVI format was developed for playbak of audio and video from loal storageon personal omputers. It is also adequate for downloading a video �le from a remotesite on the Internet for subsequent playbak from the omputer's hard drive. It is notwell suited for streaming video playbak over networks. The AVI �le format lakstime stamps embedded in the audio and video streams. There is no mehanism toresynhronize the audio and video streams if data is lost in the network. Beause ofthese limitations of the AVI format, it an't be used as a streaming media.3.6 RDX: Realisti Display miXer SDK 3.02We use RDX tehnology [4℄ to implement the Chroma-key Based Display Mixer(CBDM) in the player. The display mixer mixes the slides and the deompressedframes of the instrutor's video and displays eah frame of the leture in a realistifashion.Intel's Realisti Display miXer SDK provides a set of basi routines for multime-dia appliations. The libraries are designed for use on Intel Pentium lass proessorswith or without MMX tehnology. The system provides objet-oriented support formultimedia objets. RDX tehnology is designed for Win32 API (i.e. Windows 95,98, Windows NT 4.0 et.) and uses the Mirosoft DiretX and AtiveMovie SDKfor enhaned performane while dealing with the video.RDX arhiteture lets the developer aess RDX tehnology diretly or throughCOM-ompliant interfaes, through AtiveX ontrols or through the Mirosoft JavaVirtual Mahine. 22



Bene�ts of the Intel RDX systemThe RDX system provides ease of use, extensibility, ease of display mixing, highperformane, oordination of displayable and non-displayable ativities and supportfor performane improvements in underlying software omponents.Display Mixing: The use of display mixing had been somewhat limited beausevideo and graphis were treated as independent entities. As a result, many multi-media Windows appliations use one data type or the other but not both. However,in Intel RDX system, the display mixing is ahieved whereby the programmer needsto reate a set of objets, de�ne their generi attributes, map them to a surfaeand then draw the surfae. Eah of these operations is aomplished by high-levelfuntion alls. The display mixing is software-based and is performed in real-timewithout requiring any speial hardware.Coordinated Ativities: Multimedia appliations are primarily based on dis-playable objets, but they also need audio objets and devies and the ability to o-ordinate their interplay easily and aurately. For this, Intel RDX provides `timersand events' mehanism to support sheduling and synhronization.Components of the Intel RDX systemFigure 3.3 shows the arhiteture of Intel RDX ore.In the �gure, following are the programmable omponents of Intel RDX system.� Base objets: The base objets provide base lass attributes, surfaes andthe display mixer. Programmable base lass attributes are visibility, draworder, urrent image in multiple-image objet, destination retangle, positionet. Surfaes are typially used as destinations for displayable objets. TheDisplay Mixer onsolidates all the modi�ations and renders the resultingimage to a surfae or window using DiretDraw. Audio data is played throughDiretSound.� 2D objets: 2-d objets are used for the reation of sprites (i.e., foregroundobjets suh as tree, ar, building et.), bakgrounds and tiles.23
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Figure 3.3: Arhiteture of Intel RDX ore� RDX AM objets: The AM objets are used for attahing the MirosoftAtiveMovie streams to an Intel RDX surfae and playing video available from�les, video ameras or networks.� RDXAM Renderer: This omponent is used to terminate the �lter graphbuilt with AtiveMovie/DiretShow SDK and COM interfae. The renderersin the newly built �lter graph must be assoiated to AM objets.� ACM Drivers: These omponents are Audio Compression Manager (ACM)drivers used to deompress audio data.� AtiveMovie �lters: These omponents are software modules provided withthe Mirosoft AtiveMovie. The modules inlude the funtions suh as readingfrom a media �le, writing to a media �le, transforming (e.g. ompressing,deompressing et.) a media stream, rendering video on a surfae et. These�lters are used to generate AtiveMovie streams.24



� Soure Data Objets: By default, an Intel RDX objet has no soure dataand annot be displayed. To make soure data available to an Intel RDXobjet, programmer must assoiate it with a Soure Data Objet (SDO). TheSDO is then assoiated with the Intel RDX objet. The system supports fourkinds of SDOs. They are bitmap objets, sequene objets, �le objets and�ltergraph objets.The bitmap objets enapsulate a single bitmap image. The sequene objetsenapsulate multiple bitmap �les and are used to reate sequened sprites andbakgrounds. The �le objets enapsulate the audio and/or video streams inan AVI or .wav �le on loal storage. The �ltergraph objets represent theinteronnetion of ative software omponents, alled �lters and are used toreate audio and video objets. The main objetive of �lter graph mehanism isto be able to support future image/movie formats and tehnologies. The �ltergraphs provide a mehanism of attahing pluggable omponents alled �lters.A �lter normally performs a basi funtion suh as reading from a media �le,writing to a media �le, transforming (e.g. ompressing, deompressing et.) amedia stream, rendering video on a surfae et.Usage models for RDX AtiveMovie (AM) objetsIn RDX, AM objets an be used in one of the two use models. In the �rst usemodel, the appliation uses high-level funtions to reate and manipulate streams.In the seond use model the developer reates a �lter graph using AtiveMovie COMinterfae and renders the movie onto an RDX surfae.The �rst model hides the omplexity of the �lter graph reation from the devel-oper by providing higher-level funtionality. The seond model provides the devel-oper with �exibility and more ontrol on handling the variety of audio/video.The �rst model uses the �lters provides by the Mirosoft AtiveMovie 1.0. Thislimits the audio-video formats whih an be attahed to the RDX AM objet. Forexample, Indeo Video Interative (Indeo 4.1) deompressor �lter is provided byAtiveMovie 1.0. The �rst model an attah Indeo 4.1 ompressed AVI �le (eitheravailable from the loal storage or from the network) to an RDX AM objet. To use25



Indeo Video 5.11 deompressor �lter, whih is a DiretShow (i.e., AtiveMovie 2.0)�lter, we need to use the seond model.3.7 Indeo Video InterativeIndeo Video Interative, Indeo 4.1, [6℄, [8℄ is a video ode from Intel. It an beinstalled either as a Video for Windows (VfW) ode, or as an AtiveMovie �lter.Indeo 4.1 supports transparent pixels in video frames. These an be used toimplement e�ets suh as hroma-keying. The appliation an provide a bitmapimage or even another video as a bakground in the transparent areas of the image.Indeo 4.1 video streams are identi�ed by the four harater ode `iv41' in thevideo stream header for the AVI �le. Indeo 4.1 laims to implement a hybrid wavelettransform.3.8 Mirosoft Powerpoint COM Objet LibraryThe Mirosoft Powerpoint COM objets provide properties and methods whih areaessible in Visual Basi programming environment. Some of the lasses providedby this library are appliation, presentation and slide. Using Powerpoint objetmodel, the programmer an start Powerpoint appliation, lose the appliation,maximize/minimize the appliation window, open a loal or remote presentation�le, save the slides of the ative presentation as a sequene of images in GIF, BMP,JPEG formats, read the advane time of eah slide et.The size of bitmap �les supported by Powerpoint is 720 x 540 pixels. The numberof bits used to represent olor of a pixel (BPP) is deided separately by Powerpointfor eah slide depending on the range of olors present in the respetive slide. Forexample, one slide may be saved as a BMP �le with BPP as 4 (at most 16 distintolors), another slide with BPP as 8 (at most 256 distint olors) or some other slidewith BPP as 24 (at most 16777216 distint olors).
26



Chapter 4Implementation detailsIn the ontext of real-time distane eduation, a remote student expets both thequik playbak start-up and the uninterrupted playbak of the leture ontents onhis desktop. We assume that the leture ontents are available normally in the formof a digital movie of a lassroom leture. In the movie, a �xed portion of eah videoframe is oupied by the presentation slide with the instrutor's body movementsoupying the small region and frequently overlapping the slide. If the leture on-tents are delivered in the streaming media format, then the lient starts showing itimmediately, before downloading it ompletely. Thus the issue of playbak start-up time is resolved by the use of streaming media tehnology. In order to ahievethe uninterrupted playbak of the leture ontents, over the existing narrow om-muniation hannels of bandwidth say 128 kbps, the low bit-rate oding (i.e. highompression) of the leture ontents is a natural hoie. However, the simplisti ap-proah to low bit-rate oding degrades the quality of the leture ontents, espeiallyof the slides used in the leture.The urrent implementation gives the partial solution towards real-time distaneeduation. Here we follow a sheme for the ontent-development suh that theslides maintain their original quality at the same time the oded audio-video ofthe leture ontents does not exeed 128 kbps bit-rate. Even though we have notintegrated the streaming media tehnology with the urrent implementation, it israther an independent issue. Depending upon the availability of the ode, future27



implementation may inorporate this tehnology also. Therefore to ahieve the real-time playbak of the leture ontents, on the remote student's desktop, the futureimplementation should use the streaming media for oding the audio-video of theleture ontents.The ontent-developer needs to ful�ll two on�iting goals. The �rst goal isto maintain the original quality of the slides on the remote student's desktop andthe seond goal is to ompress the audio-video of the leture ontents to low bit-rate (i.e. not higher than 128 kbps of ISDN hannels). For this, the ontent-developer sees two semantially di�erent entities in the digital movie of the leture,i.e., the slides and the instrutor who is explaining the slides. In our approah,these two entities are treated separately throughout the development of the letureontents. The developed leture ontents, namely the presentation �le (made usingthe Mirosoft Powerpoint) used in the leture and the separate low bit-rate odedaudio-video of the instrutor, are made available through a web server. Additionallythe presentation �le ontains the timing information for eah slide already reordedduring the leture event.In order to play the leture ontents on the remote student's desktop, we haveimplemented a dediated player. The player treats the presentation slides and theinstrutor as two separate inputs and ahieves the realisti synhronization betweenthe running slides and the instrutor's explanation of the slides on the remote stu-dent's desktop.4.1 Content-development methodologyThe role of the ontent-developer is to develop the leture ontents in a formatwhih is supported by the player. For this, the ontent-developer needs to hoosethe suitable audio-video proessing tools and integrate them to generate the letureontents in the desired format. The main hoie is that of the audio-video ode(i.e. COder DECoder pair) for ompressing and deompressing the instrutor'saudio-visuals. We need a video ode that supports low bit-rate oding (i.e. highompression) and hroma-key based transpareny. Intel's Indeo Video Interative28



(Indeo 4.1) is the only ode, supported by the player, whih supports both hroma-key based transpareny and low bit-rate video oding. Hene we propose to useIndeo 4.1 for low bit-rate video oding of the instrutor's visuals.Moreover, the next version of Indeo Video ode, i.e., Indeo Video 5.11 [8℄,supports an additional feature of progressive playbak along with the low bit-rateoding and the hroma-key based transpareny. This allows an easy extension tothe urrent implementation to inorporate streaming media tehnology.While authoring the media ontents, usually the seletion of the video odeguides the deisions, namely the seletion of aompanying audio format, the audio-video synhronization format, the frame rate and the frame size in pixels et. Withthe seletion of Indeo 4.1, as the video ode, most of these parameters are �xed.4.1.1 Issues resolved by the seletion of Indeo 4.1� Seletion of the media �le format: Indeo 4.1 is an AVI (desribed in thesetion 3.5) ode. So the ontent-developer uses AVI format for developingthe instrutor's audio-video.� Seletion of the audio format: AVI �les are frequently generated with theunompressed PCM audio [6℄, where the size of the audio trak an be reduedby using 8-bit mono (one hannel) PCM audio with 8 KHz sample rate. Wefound this 64 kbps format su�ient for the telephoni quality of the voie ofthe instrutor.� Synhronization between audio and video: AVI format spei�es themethod to integrate audio and video using impliit timing information presentin audio and video streams. Hene, by using AVI format, there is no need ofa separate mehanism to ahieve audio-video synhronization.� Seletion of the frame rate: For a �xed bit-rate of oded video, the ontent-developer requires to make a trade-o� between the frame quality and the framerate. For higher frame rate, he has to sari�e the frame quality and vieversa. As in a leture, instrutor's movements are typially slow, we deided29



to sari�e the frame rate. (Normally, high frame rate is used for high motionvideo, to avoid jerks in the motion.)Indeo 4.1 allows reduing the frame rate to ahieve low bit-rate video enoding.We assume the frame rate of original leture movie to be either 30 fps (forNTSC) or 25 fps (for PAL). Though standard frame rate for AVI is 15 fps,with several experiments with Indeo 4.1 it was found that 5 fps gives reasonablysmooth quality of the video with reasonable bit-rate. We therefore hose theframe rate to be 5 fps.� Seletion of the frame size: Sine the instrutor's visuals oupy a smallregion in the leture video frame, the ontent-developer an hoose the framesize for the instrutor's video smaller than the frame size of original digitalmovie of the leture. The destination frame size for the instrutor's videois alulated manually in proportion to the size of the presentation slide forahieving the realisti display mixing on the remote student's desktop. How-ever, not all frame sizes are supported by the video ode. For example, framesize of 492 x 368 pixels is not supported by Indeo 4.1. In suh ase, we adjust toframe size 480 x 360 in pixels, (for the instrutor's video) whih is aeptableby Indeo 4.1, without introduing muh error.4.1.2 System requirements for ontent-developmentFollowing list spei�es the system requirements for the ontent-developer's mahine.� Win32 (i.e. Windows 95/98/NT4.0/2000) with DiretX 3 or better� avi�l32.dll, msvfw32.dll, msam32.dll in Windows system folder� Display adapter that supports True-Color� Intel's Indeo Video 4.5 (Indeo 4.1) ode [8℄� VideoMah 2.3.5 Editing tool [19℄� AMOS segmentation software [21℄ 30



� JDK 1.1.6 or above (with JIT ompiler), required by AMOS software� Java Media Framework 1.1 or above, required by AMOS software.4.1.3 Sheme for the development of the leture ontentsThe sheme, followed by the ontent-developer to develop the low bit-rate odedaudio-video of the instrutor, mainly suggests the way to integrate the existingsoftware tools. The blok diagram representing the sheme for the usage of varioustools in the ontent-development proedure is shown in the �gure 4.1. Various inputsare designated as A, B, C,..., P in this �gure and are disussed below.� A: Digital movie of the leture in MPEG-1 format.� B: Cropping parameters as the user input (for disarding redundant visualinformation).� C: Only signi�ant retangular portion of the leture video saved as separateframes in PPM (Portable PixelMap) format.� D: Width of the display window and the positioning information of the presen-tation slides, with respet to display window, saved as the display parameters.� E: Voie of the instrutor saved in a .wav �le of bit-rate 64 kbps� F: Cropping parameters as the user input (for speeding up the segmentation).� G: Positioning information of the instrutor's video with respet to the displaywindow, saved as the display parameters.� H: Subframes of the leture video (with frame rate 5 fps), ontaining theinstrutor's body movements, saved in PPM format.� I: The olor threshold value, the motion threshold value and the boundaryinformation as the user input.� J: The binary segmentation masks (one for eah input frame) saved in PGM(Portable GrayMap) format. 31



� K: The frames representing instrutor's body on the hroma-key bakgroundsaved in PPM format.� L: Chroma-key value saved as the display parameters.� M: The destination frame rate, the destination frame size, the bit-rate, thekey frame information as the user input.� N: The low bit-rate enoded stream representing the instrutor's video.� O: Interleave duration (in seonds) as the user input.� P: Synhronized low bit-rate enoded audio-video of the instrutor saved asan AVI �le.The leture ontents are developed in the following �ve steps.1. Splitting the leture ontents and low bit-rate audio extration: The�rst step is essential to throw away unneessary (i.e. redundant) audio-visualinformation from the leture movie. This de�nes the sope for the furtherdevelopment steps.We use VideoMah software for this step. It takes the digital movie of apturedleture in MPEG-1 format as input, and generates the audio and the videoof the leture in two separate �les. The audio ontaining the voie of theinstrutor is generated in a .wav �le with 64 kbps bit-rate. The video ontainsonly the signi�ant retangular portion of the leture's visuals that is laterdisplayed on the remote student's desktop.The video output is generated in the form of the ropped video frames savedas separate PPM (Portable PixelMap) �les for eah video frame. The PPM�les generated by this step serve as the input to the next step. The ontent-developer manually alulates the width of the display window (for a �xedheight of 540 pixels) from the ropping parameter values, i.e., top, bottom,left and right margins, whih are used for ropping the video. (The playersupports the display window of height 540 pixels) Also the ontent-developermanually alulates the positioning information of the slides for the alulated32



size of the display window. The alulated information serve as the displayparameters to the player.The audio output, of bit-rate 64 kbps, is generated by tuning the parametersof VideoMah as follows.� The sampling rate of the original audio is hanged to 8 KHz.� The number of bits per sample are hanged to 8-bits.� Only one hannel (mono) is retained.2. Video preproessing required before the segmentation: This step isessential to improve the e�ieny of the exeution of segmentation algorithm,whih is omputationally intense. We further redue the frame rate and theframe size of the input visuals in this step by using the VideoMah editingsoftware. It selets every �fth PPM �le to represent a frame rate of 5 fps andontain only the retangular region of the video frame whih shows instrutor'sbody (i.e., arm movements, shoulder and head) during the whole video. Thepositioning information of the instrutor's video is also extrated and saved asthe display parameters for the player's referene.3. Ative objet segmentation: This step is essential to segment out the videoontaining only the instrutor's body movements. We use AMOS software toimplement this step. The usage of the AMOS software is desribed in thesetion 3.3. It takes as input the PPM �les generated by the preproessing stepand the olor and motion threshold values spei�ed by the ontent-developer.The software exeutes semi-automatially taking manual input to deide aboutthe boundary of the foreground objet (i.e., the instrutor's body). The outputis the binary segmentation masks in PGM (Portable GrayMap) �le formatwhere the AMOS software hooses white olor to represent the foregroundobjet's region and blak olor to represent the bakground objet's region.The AMOS software generates one PGM �le for eah input PPM �le. Anexample is given in the �gure 3.3.The e�etive usage of the AMOS software is possible only after gaining some33



experiene of its behavior. It is advised to set the low olor threshold valuefor aurate segmentation. However, this setting results in the slow exeutionof the AMOS software. The motion threshold value an be low whenever thePPM sequene has slow instrutor's body movements. This should be set to ahigh value whenever the movie sequene has fast instrutor's body movements.This results in a fast exeution without ompromising the auray of thesegmentation.4. Chroma-key sreening: This step is essential to make a �xed olor (hroma-key) bakground for the video of instrutor's body movements. We developed asmall ode in ANSI C to implement this step. It takes the PPM �les generatedby the preproessing step and the PGM �les generated by the ative objetsegmentation step as input. It treats a pixel in a PPM �le as the bakgroundpixel, if the orresponding PGM �le ontains the blak pixel for the sameposition, and replaes the pixel with hroma-key olor. Otherwise, the pixelin the PPM �le is left unhanged. The hroma-key information is then savedas the display parameter for the player's referene.5. Low bit-rate video enoding and audio-video synhronization: Thisis the �nal step essential to generate the low bit-rate enoded audio-video ofthe instrutor as a single �le. We use Indeo 4.1 AVI enoder for enoding theinstrutor's video. In addition, the audio-video synhronization is ahieved byusing the VideoMah software.The PPM �les, generated after the hroma-key sreening, and the audio (.wav)�le of the instrutor's voie, generated by the splitting (i.e., the �rst step), areused to generate the synhronized low bit-rate enoded audio-video of theinstrutor saved in an AVI �le.The following parameters are used in the VideoMah software.(a) Frame rate = 5 fps(b) Key frame = (after) 5 frames (Only key frames are intra-oded)() Data rate = 8 Kbytes/seond (i.e. 64 kbps)34



(d) Interleave audio every 5 frames (thus interleave duration is set to 1 se-ond.)(e) Resolution (i.e. the destination frame size)The resolution for the instrutor's video is omputed manually using thefollowing information.� The size (width x height in pixels) of the PPM �les found during thesplitting (i.e., the �rst step).� The size (width x height in pixels) of the display window of the player,alulated during the splitting.� The size (width x height in pixels) of PPM �les alulated duringthe seond step of ontent-development. This is the size of the ret-angular region (in the digital movie of the leture) ontaining theinstrutor's body movements throughout the leture.After these various parameters are set, the VideoMah software ahieves theauthoring of the AVI �le by enoding of the video stream and interleaving theenoded video stream with the audio stream. The output of this proess is theAVI �le of the instrutor's audio-video of the bit-rate 128 kbps.The leture ontents are now ready omprising of these �les. The low bit-rateaudio-visuals of the instrutor is available in the AVI �le. The display parametersare saved in a text �le PlayerRef.txt. The slides are in a .ppt �le. All these three�les are made available through a web server.4.2 Implementation of the playerThe role of the player is to play the highly ompressed leture ontents, downloadedfrom the web server, suh that the original quality of the slides is maintained on theremote student's desktop. For this, the player treats the presentation slides and theinstrutor's video as two separate inputs and ahieves the realisti synhronizationbetween the running slides and the instrutor's explanation of the slides on theremote student's desktop. As mentioned earlier, the urrent implementation gives35



the partial solution towards real-time distane eduation and provides a frameworkfor future extension. In other words, the urrent implementation of the player doesnot support the streaming media format for the instrutor's audio-visuals.The implementation of the player follows the arhiteture of the player shown inthe �gure 2.2. We have implemented two omponents of the player, namely, SlidesExtrator (SE), required to deode the presentation �le; and Chroma-key BasedDisplay Mixer (CBDM), required to mix the visuals of the slides with the movieof the instrutor's body movements. In the urrent implementation, the CBDMitself hooses the suitable audio and video deoders among those provided by theAtiveMovie.4.2.1 System requirements to exeute the playerThe player an run on the student's desktop with the following hardware and soft-ware.� Pentium proessor running at 90 MHz or above, with at least 16 MB of RAM.� A sound ard with DiretSound drivers.� VGA-ompatible ard with DiretDraw support.� Win32 (i.e. Windows 95/98/NT4.0/2000)� DiretX and AtiveMovie 1.0 or better (i.e. DiretShow)� Mirosoft Powerpoint COM objet library� IrfanView image onverter4.2.2 Slides Extrator (SE)The main job of the SE is to extrat the displayable information, i.e., the leturematerial on the slides, from the Mirosoft Powerpoint �le (i.e. .ppt �le) and to makeit available, on loal storage of the remote student's desktop, in a format supportedby the CBDM. The SE takes the Mirosoft Powerpoint presentation �le (.ppt) that36



also ontains the reorded transition timing for eah slide. The SE generates theslides, in the form of 256-olor bitmap images of size 720x540 and extrats thetransition timing per slide, in seonds, to a separate �le on the loal storage, whihis then used by the CBDM.We have implemented the SE in the Mirosoft Visual Basi 6.0. The implemen-tation is done in two steps. The �rst step is the deoding of the .ppt �le using theMirosoft Powerpoint COM objet library [9℄. The seond step is the post proessingof the slides using IrfanView image onverter [5℄.Deoding of the .ppt �leFor the deoding of the .ppt �le, the SE uses the funtionality of the PowerpointCOM objet library. The methods and properties of the lasses available in thelibrary are aessible using the Visual Basi programming environment. The SEextrats the bitmap of eah slide using `saveas' method of `presentation' lass. The`saveas' method treats eah bitmap �le separately. For instane, some of the slidesmay be saved as 16-olor (i.e., 4 BPP) bitmap images while the other slides may besaved as 256-olor (i.e., 8 BPP) bitmap images. The SE also extrats the transitiontiming for eah slide from the value of the property namely AdvaneTime of thelass `SlideShowTransition'. These values are saved in a temporary �le, whih arelater, used by the CBDM.Post proessing of the slidesThis step is required beause the slide images, required by the CBDM, need to beall 256-olor bitmap images (i.e., 8 BPP bitmap images). The SE uses IrfanViewimage onverter in order to onvert all bitmap �les, generated by the previous step,to the 256-olor (i.e. 8 BPP) bitmap �les. The SE uses the `Shell' funtion of VisualBasi that runs an exeutable program given its pathname as the �rst argument.
37



4.2.3 Chroma-key Based Display Mixer (CBDM)We use Intel's RDX (Realisti Display miXer) tehnology [4℄ to implement theCBDM. The RDX provides objet-oriented support for multimedia objets. Weuse various RDX objets, whih mainly represent the visual entities in the letureontents, i.e., the sequene of the slides and the instrutor's body movements over-lapping the slides.The use model that we follow in the implementation of the CBDM is shown inthe �gure 4.2. The model has three phases.1. Building phase: The role of the building phase is to de�ne the requiredRDX objets to represent the visual input, namely the slides; the video of theinstrutor's body movements and a default bakground surfae of the displaywindow.RDX provides a sprite objet to represent the 2-d bitmap image available onthe loal storage. A sequened sprite objet is used to enapsulate a sequeneof bitmap images. We de�ne a sequened sprite objet to represent the se-quene of slides (in bitmap image format) and assoiate it with the 256-olorslide images eah of size 720x540, generated by the SE.RDX provides an AM (AtiveMovie) objet to represent the audio-video datafrom the network. In addition, RDX requires an assoiation of a �lter graphwith the AM objet for rendering suh audio-video data. The AtiveMovie�lter graphs are the interonnetion of the �lters or the software omponentsthat handle the basi funtions while dealing with the audio-video �les. These�lters inlude funtions for reading from a �le, writing to a �le, ompressingor deompressing a �le, rendering the video et. In our approah, we use aprede�ned �ltergraph in RDX for handling the AVI �le. We assoiate the AVI�le of the instrutor's movie with the prede�ned �ltergraph and an AM objet.This results in attahing the RDX renderer �lter to RDX surfae for playingthe AVI �le of the instrutor, taken from the network.2. Managing phase: The role of the managing phase is to manipulate the RDXobjets, namely the surfae, the sequened sprite and the AM objet, in order38



to mix the visual ontents represented by these RDX objets in a desiredway. The manipulation is guided by the display parameters, generated by theontent-developer.Surfae manipulation: The surfae is manipulated by setting its attributessuh as the size in pixels, the draw order, the olor and the destination. We setthe height of the surfae to 540 pixels same as the height of the slide imagesgenerated by the SE. We set the width of the surfae to the value providedby the display parameters. The olor of the surfae is set to blak and thedestination of the surfae is set to the display window reated by the player.The draw order is an attribute of the surfae, the sprite and the AM objet.Coneptually a surfae onsists of multiple planes arranged one behind theother like sheets in a notepad. The planes are numbered with plane 1 in frontof plane 2, plane 2 in front of plane 3 and so on. An Intel RDX objet's draworder is the plane in whih it is drawn. We want the surfae to be behind thesprite as well as the AM objet. Therefore we set the draw order of the surfaeto an arbitrary high value (say 100).Sprite manipulation: The sequened sprite represents the sequene of theslide images. The sprite is manipulated by setting its attributes suh as theposition and the draw order. In addition, the updating of the displayed imageto the next one at an appropriate time, is ahieved by using `timer and events'mehanism provided by the RDX.The position (i.e., X and Y oordinates) of the top-left orner of the sprite isde�ned with respet to the oordinate system of the surfae. Sine the heightof the surfae, in pixels, mathes exatly with the height of the sprite (i.e. 540),we set the Y value to 0 and X value as obtained from the display parameters.The draw order of the sprite is set to a value (say 50) that is less than the draworder value of the surfae (in this ase, 100) and greater than the draw ordervalue of the AM objet (say 30). It ensures that after rendering the surfae,the instrutor's body movements overlap the slides.The slides should be displayed in the original order synhronized with the39



instrutor's video and audio. We ahieve the realisti presentation of theslides by advaning the urrent image to the next one after the pre-reordedslide timing as generated by the SE. We use the `timer and events' mehanism,provided by RDX, to perform this transition. We de�ne an event objet foreah image in the sequened sprite and program the event handler to advanethe urrent slide to the next one. The timer objet is programmed to shedulethe event at the appropriate time.AM objet manipulation: The AM objet represents the audio-video ofthe instrutor. We manipulate the AM objet by setting the position and thetranspareny olor as attributes.The position (i.e., X and Y oordinates) of the AM objet refers to the posi-tion of the top-left orner of the video frame ontaining the instrutor's bodymovements, with respet to the oordinate system of the surfae. The X andY are set to the values as obtained from the display parameters.The transpareny olor attribute of the video of the AM objet is set to thehroma-key (e.g. green olor) obtained from the display parameters.3. Rendering phase: In the rendering phase the surfae, the sequened spriteand the AM objet are displayed with manipulations as performed in theprevious phase. The rendering takes plae throughout the length, of the letureontents, in time. In this phase, the only responsibility of the programmer isto draw the surfae, in a loop, so that the updated visual data on the surfaegets drawn in the display window.When the RDX AM objet is played, both of its audio and video traks areautomatially synhronized and played simultaneously. RDX ommuniateswith Indeo 4.1 deompression �lter for getting unompressed video frames ofthe instrutor. For eah unompressed video frame, only the non-transparentpixels are drawn on the surfae, thus produing the e�et of superimposingthe instrutor's body on the urrently displayed slide. The mixed visual datais displayed using DiretDraw. Further RDX also ommuniates with ACMdrivers to deompress the audio data and generates the voie of the instrutor40



using DiretSound.The synhronization between the slides and the instrutor's talk is based onan assumption. The CBDM assumes that the total duration of the instru-tor's audio-visuals is same as that of the total rehearsed timing of the wholepresentation. Sine the CBDM starts, as well as stops, the rendering of boththe slides and the instrutor's audio-video exatly at the same time, this auto-matially results in the synhronization between the running presentation andthe instrutor's explanation of the slides.
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Chapter 5Results and onlusionTo test the implementation, we use a sample leture movie (in MPEG-1 format) of 4minutes duration. The movie is of size 57 MB, of bit-rate 1904 kbps, with the framerate of 25 fps and the frame size of 352x288 pixels. Using this movie, we developedthe leture ontents in the form of an AVI �le, representing the audio-video of theinstrutor, and a presentation �le (made using the Mirosoft Powerpoint). The sizeof the resulting AVI �le is 3.88 MB, with a bit-rate of 128 kbps, frame rate of 5 fpsand the frame size of 480x360 pixels. The size of the PowerPoint �le is 103 KB.Thus the ompression ratio ahieved for this leture is approximately 15:1 (fromMPEG-1 video).5.1 Visual outome at various stages of the ontent-developmentWe developed the ontents on Windows 2000 platform (with Pentium III, 64 MBRAM) and generated the low bit-rate enoded audio-video of the instrutor in theAVI format.For the omplete ontent-development task, we required 2 GB disk spae. Theproedure took around 5 hours inluding 4 and half hours, required for the exeutionof the AMOS software to segment out the instrutor's body. The other steps of theontent-development took a small time of around 10 minutes eah.44



Following are the intermediate results, represented in the form of one video frameof the leture, generated by di�erent steps of the ontent-development as disussedin setion 4.1.3.� Figure 5.1 shows a video frame in the original digital movie of the framesize 352x288 pixels. It represents the input to the �rst step of the ontent-development.

Figure 5.1: Frame before disarding the redundant information� Figure 5.2 shows the video frame ropped to size 352x235 pixels ontainingonly the signi�ant portion of the leture video. It represents the outome ofthe �rst step, saved in the PPM (Portable PixelMap) format.� Figure 5.3 shows the video frame ropped to size 200x150 pixels ontainingthe instrutor's body as the main visual objet. It represents the outome, ofthe seond step, saved in the PPM format.45



Figure 5.2: Frame after disarding redundant information� Figure 5.4 shows the binary segmentation mask of size 200x150 pixels repre-senting the outome, of the third step (i.e., the ative objet segmentationstep), saved in the PGM format.� Figure 5.5 shows the video frame of size 200x150 pixels ontaining the in-strutor's body in front of the hroma-key bakground. (In this ase, thehroma-key is green olor shown in gray variation). It represents the outome,of the fourth step (i.e., the hroma-key sreening step), saved in the PPMformat.The sequene of the PPM �les, generated by the fourth step serves as the visual inputto the �fth (�nal) step for generating low bit-rate enoded video of the instrutor.
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Figure 5.3: Outome of the preproessing, done before the atual segmentation

Figure 5.4: Outome of the ative objet segmentation5.2 Visuals generated by the omponents of the playerWe tested the player, on Windows 2000 platform (with Pentium III, 64 MB RAM),for the leture ontents available on the web server. The inputs of the player are thelow bit-rate oded AVI �le that represents the instrutor's audio-visuals, the .ppt�le (made using the Mirosoft Powerpoint) and a text �le namely PlayerRef.txt thatontains the display parameters generated during the ontent-development.The size of the exeutable �le for the player is around 100 KB. For the leture of4 minutes duration, the atual playbak took around 6 minutes inluding 1 minuteto download and proess the presentation �le of size 103 KB and around 1 minuteto download the audio-video of the instrutor, in the form of AVI �le of size 3.8847



Figure 5.5: Outome of the hroma-key sreeningMB. The total 5 presentation slides, when proessed, took around 2 MB of the loalstorage.Following are the visual outome, represented in the form of one video frame ofthe leture, generated by various omponents of the player.� Figure 5.6 shows the deoded video frame of size 480x360 pixels, representingthe instrutor's body in front of the hroma-key bakground (in this ase,green olor shown in gray variation). The frame is generated by Indeo 4.1video deoder. It serves as the input to the CBDM.� Figure 5.7 shows the slide image of size 720x540 pixels. It is the outome of theSE, saved as 256-olor bitmap image, and serves as the input to the CBDM.� Figure 5.8 shows the display window of size 805x540 pixels, showing one visualframe of the leture displayed by the player. The display window shows theinstrutor's visuals superimposed on the slide. The visuals are generated bythe CBDM by making use of the display parameters.The player also plays the telephone quality voie of the instrutor synhronized withthe visuals of the leture.
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5.3 Analysis of the results5.3.1 AhievementsFollowing is the list of ahievements on�rmed by the test. The test has beenundertaken for the sample leture of 4 minutes duration.� Low download time: The low bit-rate enoding (i.e. high ompression)of the instrutor's audio-video, applied during the ontent-development, dras-tially redues the download-time of the leture ontents over the existingbandwidth of the ommuniation hannels.� Exellent quality of the slides: On the remote student's desktop, theoriginal quality of the slides is maintained beause of the separate downloadingof the presentation �le (.ppt) and deoding it to the slide images on the loalstorage. Thus the quality of the slides is independent of the (possibly poor)lighting onditions during the atual leture event.� Realisti display mixing: The CBDM in the player realistially mixes thetwo visual entities of a leture, i.e., the slides and the instrutor's body move-ments overlapping the slides.� Aurate synhronization of the presentation and the instrutor'stalk: The RDX tehnology, used in the implementation of the player, au-rately synhronizes the running presentation and the instrutor's audio-videoby using its `timer and events' mehanism.5.3.2 LimitationsThe limitations of the urrent work are mainly due to the limitations of the teh-nologies used in the urrent implementation.� The deoded video frame representing the instrutor's body shows some blok-ing artifats at the boundary of the instrutor's body, thus showing the hroma-key (in this ase, green olor), instead of smooth edge, at the boundary. It is49



lear from the �gure 5.8. This may be beause of the wavelet transform usedin Indeo 4.1 ode. To solve this issue, we suggest to use the sophistiatedversion of the ode namely Indeo Video 5.11 [8℄.� Sine the frame rate of the instrutor's video is kept at 5 fps, the instrutor'sbody movements, in unompressed video, are jerky as ompared to the originalbody movements in MPEG-1 movie of the leture.� Sine Indeo 4.1 video enoder, used for the ontent-development, applies �lossy�ompression algorithm for ahieving low bit-rate (64 kbps), the faial expres-sions of the instrutor are unlear on the student's desktop.� The voie of the instrutor appears di�erent due to the telephoni quality ofthe voie at 64 kbps. With the audio ompression, better quality voie an beintegrated with the leture ontent and the voie an be presented in a betterquality.� The player and the urrent sheme for the ontent-development exeute onlyon the Win32 platform. This is beause the audio-video proessing tools,namely VideoMah, AMOS, Indeo 4.1 and the Intel's RDX tehnology, usedin the implementation, are available only for the Win32 platform.� Current implementation doesn't make use of the web server streaming. Inother words, the low bit-rate audio-video of the instrutor is downloaded onthe remote student's mahine before the atual start-up of the playbak. Henethe issue of the quik start-up of the playbak remains unresolved.5.4 Future work5.4.1 Future extension based on the urrent frameworkA major modi�ation proposed is to integrate the streaming media tehnology.The ontent-developer needs to develop the instrutor's audio-video ontents in thestreaming format and the player needs to support that format.50



Modi�ations in the ontent-development shemeThe major hange in the ontent-development sheme is the use of Indeo 5.11 videoode in plae of Indeo 4.1 video ode for low bit-rate enoding of the instrutor'svideo. Indeo 5.11 shows performane enhanements over Indeo 4.1 beause of thefollowing features.1. A new wavelet ompression algorithm improves the visual quality of the de-oded frames.2. Interpolated playbak, on Pentium lass proessors with MMX tehnology,allows smoother playbak even with low frame rate.3. Salability of the video allows progressive download.These features eliminate some of the limitations of the urrent implementation.With the same bit-rate, output of Indeo 5.11 deoder is less jerky and learer.Further the synhronized low bit-rate audio-video of the instrutor is onverted tothe progressive playbak format using Ligos' Indeo Video 5.11 Progressive DownloadPublisher tool. The tool takes Indeo 5.11 AVI �le as input and generates an IVF(Indeo Video Format) �le whih an be streamed through the player. The tool usestwo options, namely the progressive quality and the progressive frame rate, to reatethe progressive download �le struture of the output IVF �le.Modi�ations in the implementation of the playerThe player needs to be modi�ed to support the Indeo 5.11 progressive playbakformat. We propose to develop a �lter graph expliitly, using the DiretShow (i.e.AtiveMovie 2.0) COM interfae.In order to attah the IVF �le, representing the instrutor's audio-video, to theRDX surfae, we propose to handle the RDX AM objet in three steps.� Building: In this step, the developer needs to reate the �lter graph. Thepitorial representation of the �lter graph is shown in the �gure 5.9. The �ltergraph onsists of four �lters. 51



1. The soure �lter represents the URL of the IVF �le ontaining the audio-video of the instrutor.2. The transforming �lter is the Indeo 5.11 deompressor �lter provided bythe DiretShow SDK.3. The renderer �lter is the Intel RDX renderer �lter.4. The devie �lter required to play the audio is the DiretSound Devie�lter.The RDX renderer �lter is then assoiated with the RDX AM objet.� Managing: In this step, the assoiated RDX AM objet an be manipulated.In this ase, the transparent olor in RDX AM video is set to the hroma-key,obtained from the display parameters. (Indeo 5.11 supports hroma-key basedtranspareny.)� Rendering: The RDX AM objet an be played on the sreen by sending the`play' ommand to the �lter graph.5.4.2 Other approahesSome work an be done to integrate the CELP-based low bit-rate audio oding andthe low bit-rate video oding based on watershed segmentation and ontrol pointtraking algorithm disussed in the setion 1.4.5.5 Conluding remarksIn the urrent work, we put forth a framework for real-time distane eduation usingweb server streaming. We propose an approah in whih the leture ontents aredeveloped by applying high ompression tehnique on the audio-visuals of leturemovie. The dediated player downloads the leture ontents from a web server andplays the leture on the remote student's desktop. The implementation is based onthe existing Win32 based tehnologies suh as Intel's RDX tehnology, AtiveMovie,52



Indeo Video odes, AMOS video segmentation software, Powerpoint COM objetlibrary et. We tested the implementation using a digital movie of a lassroomleture and investigated the limitations of the urrent work. To remove some of thelimitations, we proposed an extension of the urrent work, based on the Mirosoft'sDiretShow (i.e., AtiveMovie 2.0) �lter graph arhiteture. We onlude to notethat the integration of the streaming media tehnology and Intel's RDX tehnologyan be the solution in order to fully realize our approah.
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Figure 5.6: Outome of the video deoder, i.e., a deoded frame
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Figure 5.7: Outome of the slides extrator55



Figure 5.8: Outome, of the CBDM, displayed by the player56
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URL of the IVF file of the lecture contents

DirectSound Device filter Indeo 5.11 Decompressor filter 

RDX Video Renderer Figure 5.9: Filter graph for rendering progressive download Indeo 5.11 video onRDX surfae
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Appendix ASoftware tools used� IrfanView: IrfanView [5℄ is a fast freeware image viewer/onverter for Win32.Some of the supported �le formats are BMP/DIB, GIF, JPEG, PBM/PGM/PPMet.� VideoMah: VideoMah [19℄ is a powerful audio/video builder and onverter.It an be used to build video lips from still images, to extrat audio traksand pitures from movies or just to onvert media lips from one �le formatto another. It an also be used to hange frame rate, frame size, olor depthand other properties of a media lip.
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