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AbstratWhile the inreased inter-onnetivity of the omputer networks has broughta lot of bene�ts to the people, it also rendered networked systems vulnerable tomaliious attaks from the hakers. The failure of intrusion prevention tehniques toadequately seure omputer systems has led to the growth of the Intrusion DetetionSystem. In this thesis, we have designed and implemented a distributed, network-based intrusion detetion system -Sahet. The Sahet word is a hindi word whihmeans - Alert. The system uses an existing open soure network based misusedetetion system - snort. We have built upon snort to develop a heterogeneous,salable, distributed IDS that is ompletely ontrollable from a entral loation.Sahet omprises of multiple agents that use snort for misuse detetion, a entralserver that stores all alerts and ontrols the agents, and a onsole for monitoringand viewing the ativities of entire Sahet system by the system administrator. Theagents and server ommuniates using a Sahet protool that ensures reliability,mutual authentiation, on�dentiality, integrity and provides tolerane from agentand server rashes.
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Chapter 1IntrodutionThe widespread proliferation of omputer networks has resulted in the inrease ofattaks on information systems. These attaks are used for illegaly gaining aess tounauthorized information, misuse of information or to redue the availiability of theinformation to authorized users. This results in huge �nanial losses to ompaniesbesides losing their goodwill to ustomers as their informative servies are severelydisrupted. These attaks are inreasing at a staggering rate and so is their om-plexity. Thus there is a need for omplete protetion of organizational omputingresoures whih is driving the attention of people towards intrusion prevention anddetetion systems.We an e�etively protet the omputer systems, if we use three fundamentaltehniques against intrusions: prevention, detetion and response. Earlier, intrusionprevention was widely onsidered as a omplete and su�ient protetion against theintrusions. Suh preventive measures inlude user authentiation (using passwordsor biometris), fening around the network using �rewalls, very tight aess ontrolmehanisms, avoiding programming errors et. But, unfortunately these measuresare not su�ient in adequately proteting the omputer system due to many reasons.There will always be unknown programming �aws, design and arhitetural weak-nesses in appliation programs, protools and operating systems whih an alwaysbe exploited by the attaker. The abuse of privileges by insiders (usually disgruntled1



employees) to gain unauthorized aess, the failure of �rewall to prevent many at-taks suh as ditionary attaks and probes, the raking of paswords are some of theother reasons that make preventive measures insu�ient to protet omputer sys-tems. Hene, intrusion prevention is not a omplete solution. If there are inveitableattaks on a system, we would like to detet them as soon as possible (preferably inreal time) and take appropriate ation. Moreover it should be possible to trae anattak to its soure, and assess the extent of damage. The apability that providesthese speial features is known as intrusion detetion. Intrusion detetion tools arenot preventive devies but they should be used as a seond line of defense. Hene,they omplement the protetive mehanisms to improve system seurity.1.1 What is an Intrusion Detetion System?An intrusion is de�ned as �any set of ations that attempt to ompromise the in-tegrity, on�dentiality, or availability of a omputer resoure� [6℄. The de�nitiondisregards the suess or failure of those ations, so it orresponds to attaks againstthe omputer systems. Aordingly, intrusion detetion is de�ned as �the problemof identifying ations that attempts to ompromise the integrity, on�dentiality, oravailability of a omputer resoure� [6℄. Hene, an intrusion detetion system (IDS)is a piee of software that monitors a omputer system to detet any intrusions, andalerts a designated authority.Intrusion Detetion systems an be lassi�ed in several ways. Depending on thesoure of data, the intrusion detetion systems are ategorized into host-based ornetwork-based systems. The network-based intrusion detetion systems proess thedata that originates on the network, suh as TCP/IP tra�. Malformed pakets,paket �ooding, probes are some of the attaks whih an be deteted by suh sys-tems. The host-based intrusion detetion systems analyzes the data that originateson omputers (hosts), suh as appliation and operating system event logs, systemall traes. Suh systems are e�etive for insider threats. Abuse of privileges byinsiders, aesses of ritial data are some of the attaks whih an be deteted bythese systems. 2



Intrusion detetion systems an also be lassi�ed, depending on the detetionmodel used, into misuse or anomaly detetion models. Misuse detetion systems lookfor well-de�ned patterns of known attaks. The known attaks are represented aspatterns or signatures. Misuse Detetion is therefore, simply a problem of mathingpatterns of attak in the given soure of data. Suh systems detet patterns ofknown attaks quite aurately and e�iently, and generate very few false alarms.The limitation of misuse detetion is that it annot detet novel, unknown attaksor variations of known attaks. In addition, misuse detetion requires the nature ofattaks to be well understood. This implies that human experts must work on theanalysis and representation of attaks, whih is usually time onsuming and errorprone. Anomaly detetion is based on the normal behavior of the subjet (e.g., auser, program or a system). Any ation that signi�antly deviates from the normalbehavior is onsidered as intrusive. Suh systems build a statistial or mahinelearning model of normal behavior of the subjet. The model is basially a list ofmetris or patterns that apture the normal pro�le. The system �ags an intrusionif any observed metris or patterns of given behavior signi�antly deviate from themodel. Suh systems an detet previously unknown patterns of attaks but usuallygenerate many false positives (normal behavior lassi�ed as intrusive). Anotherommon problem is that sine a subjet's normal behavior is modeled on the basisof the audit data over the period of normal operation and if undisovered intrusiveativities our during this period, they will be onsider as normal ativities.Intrusion detetion systems an also be lassi�ed by their mode of operation:real-time or o�-line. A real-time IDS monitors the system ontinuously and reportsintrusions as soon as they are deteted. Suh systems an substantially reduethe damage to the system, if the system administrator an be noti�ed as earlyas possible. Moreover, there is a great hane of stopping the attak urrently inprogress and athing the intruder as intruder would not get muh time to delete histrail (e.g., by erasing logs). An o�-line IDS inspets system logs at periodi intervalsand then disovers any suspiious ativity that was reorded. Suh systems are verye�etive in orelating attaks that span multiple hosts, slow probing attaks thatspan over hours and days, and for forensi analysis. An o�ine IDS typially redues3



system overhead but gives muh less timely noti�ation of intrusions.Lastly, intrusion detetion systems an be ategorized based on their arhiteture.The most ommon IDS arhitetures are: entralized, hierarhial or distributedsystems. In entralized IDS, the data may be olleted from various soures (hostsor networks) but is sent to a entralized loation where it is analyzed. Suh systemslimit the system salability as it ould beome bottlenek on inreasing number ofsoures and also represent a single point of vulnerability. In hierarhial IDS, someof the data olleted from multiple hosts or a single host is passed up through thelayers and is analyzed to varying degree at eah level. In Distributed IDS, the datais olleted and analyzed aross the entire network being monitored and results arethen sent to a entralized loation. Suh systems are salable and not subjet to asingle point of failure.1.2 Desirable harateristis of an intrusion dete-tion systemCrosbie and Spa�ord [3℄ de�ne the following desirable harateristis of an intrusiondetetion systems:� It must run ontinually with minimal human supervision.� It must be fault tolerant by being able to reover from aidental systemrashes and re-initializations.� It must resist subversion. The intrusion detetion system must be able tomonitor itself and detet if it has been attaked or modi�ed by an attaker.� It must impose a minimal overhead on the system where it is running, to avoidinterfering with the system's normal operation.� It must be salable to monitor a large number of hosts while providing resultsaurately and without degradation of performane.4



� It must provide graeful degradation of servie. The failure of any omponentof the intrusion detetion system should not immediately fail the entire system.� It must allow dynami reon�guration, allowing the system administrator tomake hanges in it's on�guration without restarting the whole intrusion de-tetion system.While building a new intrusion detetion system, these above harateristis ofIDS should always be kept in mind. It would not be easy to inlude all the hara-teristis as there will always exist some trade-o�s between these harateristis.1.3 Sope of ThesisIn this thesis we desribe the design and implementation of a distributed, networkbased intrusion detetion system - sahet. The sahet is a hindi word whih means- alert. The system uses an existing open soure network based misuse detetionsystem - snort [17℄. We have built upon snort to develop a full-�edged salable,distributed, graefully degrading IDS that is ompletely ontrollable from a entralloation. Sahet omprises of the following omponents: multiple sahet agentsthat use snort for misuse detetion, a entral sahet server that stores all alerts andontrols the agents, and a sahet onsole that interats with the server to provide aentralized ontrol faility and alert information to the network administrator. Thesahet server ommuniates with the agents using a protool that provides mutualauthentiation, on�dentiality, and integrity of all messages, and toleration of serverand agent rashes.1.4 Organization of the ReportIn Chapter 2, we brie�y review some existing intrusion detetion systems.Chapter3 desribes the overall arhiteture of Projet IDS. Chapter 4 deals with the imple-mentation details related to the Projet IDS. Chapter 5 onludes our work withthe limitations and future work. 5



Chapter 2Related WorkA lot of work has been done in the �eld of intrusion detetion systems. Denningproposed a �rst intrusion detetion model [4℄ whih was based on anomaly detetion.The paper presented the idea that model of the behavior of a partiular individualould be onstruted by the intrusion detetion system, and that subsequent be-havior of that individual ould be ompared against the model. Intrusion detetionould then be performed by identifying behavior that deviated su�iently from thenormal. Several models based on the use of statistis, time-series, and other methodswere mentioned. Another important idea introdued by Denning was that intrusiondetetion ould be performed in real-time, or near real-time.In the area of host-based intrusion detetion there has been substantial work us-ing di�erent methods for analyzing data generated by the host. One of the �rsthost-based intrusion detetion systems implemented was IDES [5℄, whih used sta-tistial detetion engine based on Dennings anomaly detetion model [4℄. The otherhost-based system is Haystak [12℄ and its suessor Stalker [13℄ whih performo�-line misuse detetion using a entralized monitoring station. Many real-time,entralized host based intrusion detetion systems have also been developed suh asthe Next-generation Intrusion Detetion Expert System (NIDES) [1℄,and the Com-puter Misuse Detetion System (CMDS) [9℄ . Due to problems with entralizedapproah, some distributed host-based systems were also developed. Centralizationan severely limit the salability of the system, and introdues a single point of6



failure. Distributed host based intrusion detetion systems avoid these problems.The Cooperating Seurity Monitor (CSM) [22℄ and Autonomous Agents for Intru-sion Detetion [23℄ are examples of suh systems. Commerially-available real-timehost-based systems inlude SeureCom [21℄, Intruder Alert (ITA) [16℄ and SymanteHost IDS [15℄.The area of network-based intrusion detetion has also seen a good amount ofwork. One of the �rst implemented network-based intrusion detetion system wasthe Network Seurity Monitor (NSM) [7℄ that was designed to apture TCP/IPpakets and detet anomalous ativity in a heterogeneous network. NSM used bothstatistial models and rule-based detetion to detet anomolous network onne-tions. Graph based Intrusion Detetion System (GrIDS) [2℄ is one of the exampleof distributed network based intrusion detetion systems. Distributed Intrusion De-tetion System (DIDS) [14℄ is distributed hybrid system i.e. both host-based andnetwork-based intrusion detetion system. Commerially available network basedsystems inludes BlakICE [19℄, Network Flight Reorder [11℄ and Ciso IDS [18℄.Dragon [8℄ and Realseure [20℄ are both ommerially available hybrid systems.The following setions brie�y desribe some of the intrusion detetion systems.They inlude both host-based and network-based systems.2.1 IDESThe Intrusion Detetion Expert System (IDES) [5℄ is one of the earliest intrusiondetetion systems. It is a host-based real-time system that performs anomaly de-tetion. It is based on Dorothy statistial anomaly model [4℄. The basi motivationbehind IDES is that users behave in a onsistent manner from time to time whenperforming their ativities on a omputer system, and that the manner in whihthey behave an be desribed by alulating various statistis for the users behav-ior. A users urrent behavior an then be ompared to his or her normal pro�leand deviations an be �agged as possible intrusions. IDES monitors three types ofsubjets: users, remote hosts, and target systems. In total, 36 di�erent parameters,7



alled measures, are monitored for the subjets, 25 for users, 6 for remote hosts, and5 for target systems. For example, some of the measures that the system monitorsfor a user are: CPU usage, ommand usage, and network ativity. These measuresare kept in a real valued vetor as summarized statistis for the session. These sta-tistial pro�les are typially updated to re�et new user behavior one a day, afterthe original pro�le has been �aged�. This aging proess ensures that newer behaviorplays a larger part in the detetion of anomalies than older behavior.The anomaly detetion is performed by proessing eah new audit reord as itenters the system, and veri�ed against the known pro�le for the subjet. IDES alsoompares eah session against known pro�les when the session ompletes. In asethe user is a new user, not yet known to the system, IDES uses a default pro�le, tostart the monitoring of that user. When an anomaly is deteted, IDES reports themeasures that ontributed the most to the lassi�ation and the site seurity o�eran make a judgment regarding validity of the reported anomaly. IDES also has aGUI that provides the user (site seurity o�er) with plots of anomaly data andtext based reports explaining the anomalous ativity. The IDES projet eventuallyevolved into the Next-Generation Intrusion Detetion Expert System, NIDES [1℄.2.2 DIDSThe Distributed Intrusion Detetion System (DIDS) [14℄ was developed at the Uni-versity of Calofornia, Davis. It is a distributed, real-time hybrid intrusion dete-tion system. DIDS monitors a heterogeneous network of omputers and ombinesdistributed monitoring and data redution with entralized data analysis. DIDSorrelates information about individual monitored users using the notion of Net-work Identi�er (NID) onept, where eah user is traked as (s)he moves aross thenetwork.The omponents of DIDS are the DIDS diretor, a single host monitor per host,and a single LAN monitor for eah LAN segment in the monitored network. On8



eah host, a host monitor ollets and analyzes audit reords from the host's oper-ating system. The deteted intrusion events are subsequently ommuniated to thediretor for further analysis. The host monitor also traks user sessions and reportsanomalous behavior to the diretor. Haystak [12℄, a host based intrusion detetionsystem, an be easily integrated into DIDS to perform the funtionalities of thehost monitor. The LAN monitor observes all the network tra� on its segment ofLAN and monitors host-to-host ommuniations, servies used, and the volume oftra�. The LAN monitor reports to the DIDS diretor if it �nds any suspiiousativity in onnetions or in tra� pattern. The Network Seurity Monitor (NSM)[7℄ is typially used as the LAN monitor. The DIDS diretor onsists of three majoromponents: the ommuniation manager, an expert system and the user interfae.The ommuniation manager is responsible for olleting the data sent to it fromhost and LAN monitors. It ommuniates this data to the expert system for futherproessing. The expert system is responsible for evaluating and reporting on theseurity state of the monitored system to the System administrator. The user inter-fae allows the System administrator to administer and on�gure the entire DIDSsystem.2.3 AAFIDAutonomous Agents for Intrusion Detetion (AAFID) [23℄, developed at PurdueUniversity's Coast Laboratory is a distributed, host-based, real-time intrusion de-tetion system. It basially addresses the shortomings of those IDS arhiteturesthat are normally built around a single monolith that does most of data olletionand proessing. Hene, the arhiteture of AAFID is based on multiple indepen-dent entities working olletively. These entities are alled Autonomous agents. Thearhiteture uses the agents as the lowest-level elements for data olletion and anal-ysis, and employs a hierarhial struture to allow for salability. AAFID onsists ofthree main omponents: agents, transeivers, and monitors.An agent is an independently-running entity that monitors host events for sus-piious events, and reports suh events to the appropriate transeiver. Eah host9



an ontain any number of agents and all the agents in a host report their �ndingsto a single transeiver. The agents and the orresponding transeiver runs on thesame host. The agent does not have the authority to diretly generate an alarm onthe ourene of any suspiious events. Moreover, agents do not ommuniate witheah other in the AAFID arhiteture.Transeivers are per-host entities that oversee the operation of all the agentsrunning on their respetive hosts. A transeiver has the ability to start and stopexeution of any agent, and to send on�guration ommands to the agents. It mayalso perform data redution on the data reeived from the agents. Finally, thetranseiver reports its results to one or more monitors.Monitors are the highest-level entities in the AAFID arhiteture. Eah monitoroversees the operation of several transeivers. It reeives the redued informationfrom all the transeivers it ontrols and thus an do higher-level orrelation anddetet events that involve several hosts. Monitors an be organized in a hierarhialfashion suh that a monitor may in turn report to higher-level monitor. Also, atranseiver may report to more than one monitor to provide redundany and re-sistane to the failure of one of the monitors. Monitors ommuniate with a userinterfae that ats as the aess point for the whole AAFID system.2.4 BlakICE/ICEapBlakICE and ICEap [19℄ are produts from Network ICE that together performnetwork intrusion detetion. BlakICE is the software agent that gathers the networktra� loally on eah host and ICEap is the onsole. BlakICE an work in bothpromisuous mode and network mode and an do paket reassembly. BlakICE analso at as a personal �rewall by bloking pakets from threatening networks.ICEap is the entral onsole that allows onsolidation of alerts and entralizedon�guration. Using ICECap, one an deploy BlakICE at the ritial points of10



an enterprise network. BlakICE also has a feature alled BakTrae that gathersinformation on hostile mahines by launhing NetBIOS and DNS reverse queries.
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Chapter 3Arhiteture of SahetIn this hapter, we desribe the arhiteture of Sahet. Sahet is responsiblefor passively monitoring the network and deteting known attaks in real-time. Itgenerates alerts when it detets attaks. These alerts are then sent to ommonentral loation where they are stored in the database. System Administrator anview these alerts through Graphial User Interfae and take further ation.3.1 Sahet: Arhitetural GoalsSahet has a lient-server arhiteture onsisting of a entral monitoring station(the server) and agents that monitor hosts or network segments. It is a network-based intrusion detetion system designed to be used in a distributed network envi-ronment. Following are the design goals of the Sahet system.Distributed arhiteture Multiple monitoring agents an be deployed at di�erentpenetration points in an organization or enterprise network.Centralized ontrol The entral monitoring station (server) an independentlyontrol and manage eah agent. It an stop/start eah agent, hange theon�guration poliies like enabling/disabling of spei� attak signatures, et.,at eah agent.Seure and reliable ommuniation Agents and the server ommuniation suh12



as alerts should be authentiated, enrypted and heked for integrity. Theinformation should not be lost, and should arrive in order.Centralized storage Alerts generated from multiple agents are stored at a entralloation, usually in a database. Centralized storage of alerts failitates o-relating alerts to detet distributed attaks.User Interfae A Graphial user interfae (GUI) should be provided to monitorand view state of all omponents of Sahet. It forms the most importanttool for the system administrator as it provides a lear piture of the ompletesystem.Heterogeneous environment The system should be independent of operatingsystem. Agent and server should work on most ommon operating systems.Salability The system should be salable, to aommodate deployment of a largenumber of agents at several penetration points in an organization. This shouldnot ompromise performane and auray.Graeful Degradation Failure of any omponent should not ause failure of thewhole system. Some redution in funtionality is aeptable.3.2 Sahet: ArhitetureThe overall arhiteture of Sahet is shown in Figure 3.1. The �gure showsthe essential omponents of the arhiteture: Sahet agents, Sahet server andSahet onsole. The agent further omprises of two omponents - misuse detetorand the ontrol module. Sahet system an be distributed over any number ofhosts or sub-networks in a network. An agent monitors a host or a network segmentfor attak events in the network tra� that is inoming to the host or on networksegment. The misuse detetor analyses the network pakets for patterns of attaksand generates alerts, and forwards it to the ontrol module through UDP ommu-niation on loalhost. The Control module subsequently sends all the generatedalerts to the server over seure and enrypted ommuniation hannel. The Control13
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Figure 3.1: Arhiteture of Sahetmodule starts and ontrols the misuse detetor. It periodially monitors health ofboth the server and the misuse detetor and takes appropriate ation if any of theomponents fails. The agents and the server ommuniate to eah other using theSahet protool. The protool provides reliability, mutual authentiation, on�-dentiality, and integrity of all messages. The server aggregates alerts from multipleagents and stores them in a log in a database. The server oversees the working ofthe agents and ontrols them by issuing ommands to them. It also aepts requestsand instrutions from the onsole. The onsole is a graphial user interfae providedto user to on�gure, ontrol and manage Sahet. The onsole provides powerful14



display apability to view alert information and detailed information of eah agent.The onsole also provides apability of reating new signatures and then ommu-niating them to all agents. A onsole has to authentiate to the server beforeestablishing ommuniation with it. Communiation between the onsole and theserver is provided using Sahet Server Console (SSC) protool whih has beendesribed later in the hapter.In the following setions we disuss the two ommuniating protools: Sahetprotool between the agent and the server, and SSC protool between the serverand the onsole.3.3 The Sahet protoolSahet protool is used for ommuniation between the server and agents. It isdesigned to primarily address the issues of seurity and salability. If we do not useseurity features of the Protool, the whole system ould be attaked and renderedine�etive. Possible attaks on the system ould be:� Deeption attak An attaker may pose as a valid agent and send false alertsto the server. This orrupts our history of attaks. Similarly, it may also poseas the server and try to stop the misuse detetor on some mahine so thatattaks are not deteted.� Usurpation attak The pakets ontaining valid alerts may be modi�ed whilethey are in transit from a agent to the server.� Disruption attak Communiation protool used may also be subjet todenial-of-servie attaks in whih an attaker makes it impossible or di�ultfor messages to get delivered.In view of above problems the Sahet protool should serve the following pur-poses: 15



Reliability For reason given later in the setion, we annot implement protool overTCP. Sine UDP does not provide reliability in data-delivery, the Sahetprotool must reover from data that is damaged, lost, dupliated or deliveredout of order.Connetion Seurity Sahet Protool should provide privay and data integritybetween two ommuniating peers to prevent eavesdropping, tampering ormessage forgery. It an be ahieved using symmetri ryptography for dataenryption and providing message integrity hek using message digest fun-tions. This seurity servie ats as upper layer in the protool and works overthe �rst layer (reliability servie) that is disussed above.Mutual Authentiation There should be an initial handshake protool whihpermit Two ommuniating host an authentiate eah other and negotiateon shared ryptographi key. Mutual Authentiation should be implementedin suh a way so as to provide both entity and key authentiation.Graeful Degradation To provide graeful degradation apability suh that Sa-het should be able to tolerate from agent and server rashes.One may note that protool annot be implemented over TCP, sine then server willhave to open TCP sokets for maintaining onnetions with agents. This situationlimits salability on Sahet beause the operating system puts a limit on thenumber of sokets that an be reated and hene a limit on the number of agentsthat an be deployed.3.3.1 General Paket StrutureThe Sahet protool paket format is shown in Figure 3.2. The `EnryptionType'�eld is used to indiate the enryption method used for enrypting the paket. It hasthree di�erent values whih indiate that paket is either enrypted with publi keyor with symmetri key or not at all enrypted. `EnryptionType' �eld ontains �xedvalues and pakets whih do not have any of this values are just disarded withoutany further proessing. The `PaketID' �eld ontains a number that identi�es eah16
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Figure 3.2: Paket Struture of SahetProtoolunique paket sent or reeived and an be used for deteting dupliates. Eah agentis reognized by the �xed and unique number alled agent ID. The `AgentID' �eldontains the agent ID of the agent whih sent the paket. AgentID value of theserver is zero so as to distinguish it from the agents. The `Data Length' �eld givesthe length of the data portion of the paket in bytes. The maximum length is themaximum amount of data that an be sent by an UDP paket minus the sum ofthe sizes of all other �elds. The `Message type' �eld desribes the type of messagesuh as if it is an alert, probe, ommand message et. The `data' �eld ontains thevalue assoiated with the Message type. For example, the authentiation messagesontain random numbers in their `Data' �eld. The data is enrypted with publikey during authentiation phase and afterwards with the session key. The `Hash'�eld ontains the enrypted hash (MD5) for the entire paket. It provides paketintegrity and ensures that paket has not been modi�ed or damaged while on itsway. The hash is enrypted with private key during authentiation and with sessionkey after authentiation phase. Here session key refers to shared seret key that isexhanged during the authentiation phase. Please refer to Appendix A for ompletedesription of message formats.3.3.2 ReliabilityThe Sahet protool is based on the `Stop and Wait' protool in whih the sendersends one paket and then waits for an aknowledgement before sending the nextpaket. It starts a timer whenever it sends the paket. If the sender does not reeivethe aknowledgement within the time out period, it retransmits the paket. If the17



paket is not aknowledged even after the transmitting it for MAXRETRYCOUNTof times, then the paket is disarded, and the appliation is informed. Eah paketis identi�ed by the unique paket id assigned by the sender. This needed to detetdupliate pakets. The sender maintains a variable `RTT' whih is the urrentestimate of the round-trip time to the destination. The RTT is used to deide thetimeout period and is the exponential average of the time taken for the pakets to beaknowledged. In the Sahet protool, every paket has a orresponding responsemessage. Hene, the response message ats as an aknowledgement for the paket.On the reeiving side, the reeiver bu�ers the response message before sendingit. This is neessary in the event of reeiving dupliate pakets. The reeiver judgethe dupliate or delayed paket by looking at the paket id of the inoming paket.If the paket id of the inoming paket is same as the paket id of the bu�eredresponse then the inoming paket is a dupliate paket. In that ase, the reeiverretransmits the bu�ered response message.3.3.3 AuthentiationThe Authentiation mehanism of the Sahet protool allows the lient and serverto authentiate with eah other and negotiate on symmetri ryptographi key be-fore transmitting any appliation data. The mehanism provides entity and keyauthentiation, key on�rmation, and key freshness guarantees for the agreed ses-sion key.Authentiation algorithm: We have used RSA as the publi key ryptographyalgorithm. Eah ommuniating host will have a pair of keys (publi key and pri-vate key). In this ase the ommuniating hosts are: the agent and the server. Theauthentiation protool is based on the hallenge-response method. The authenti-ation messages are as follows.A �! B : AB �! A : PB(R1).A �! B : PA(R1,R2). 18



B �! A : PB(R2,KS,last_alert_id).A �! B : Ak, some information to the server.It is assumed that the agent and the server already know eah other's authentipubli key. `A' is the Agent and `B' is the server. PS indiates enryption done withthe publi key of sender S. R1, R2 are random numbers and KS is the session key.The messages 2, 3 and 4 are signed with senders private key while aknowledgmentmessage arries hash enrypted with session key KS. Message 1 is a plain-textmessage and does not arry any hash.The last_alert_id ontains the alert_id of the last alert that the server hadreeived from the agent. Its need has been disussed in the next hapter. TheAknowledgement message inludes some other information relevant to the serversuh as status of misuse detetor, largest value of signature id, et.Session Key ManagementThe shared seret key that is negotiated during the authentiation phase is also alledsession key beause it is valid only for that session till the agent re-authentiatesitself. Every time agent authentiates with server it gets a new session key. Ifthe session lasts for a very long time, then there is a need of hanging the sessionkey periodially. It is important beause an attaker an otherwise aumulatelarge amount of enrypted data, making it easier to rak the session key used forommuniation. We hange session key after 1 hour of session or if more than 200MB of data has been exhanged. The server keeps trak of the above parametersfor eah agent and initiates a key reset after the expiry of the urrent session key.The server initiates a `key reset' ommand to the agent. This message also ontainsthe new key to be used and is enrypted using the existing key. The server will notsend any other ommands to the agent until it reeives a reply for this message fromthe agent. Also, if at this point of time, it reeives any message from the agentenrypted with key used previously, it will disard that message. The agent, on19
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Figure 3.3: Key Reset Implementationreeiving the key reset ommand, sends a `key reset ok' reply whih also ontainsthe new key enrypted with previous session key. The agent also disards the existingkey and starts using the new key for further ommuniation with the server. If theagent had previously sent any paket to the server, enrypted with the old key forwhih aknowledgement has not yet been reeived, it enrypts that paket againwith the new key, and sends it to the server. The server, on reeiving `key resetok' message, immediately disards the existing key and starts using new key. Thefollowing proedure is shown in �gure 3.3.3.3.4 CommandsCommand messages are sent by the server for ontrolling and on�guring agents.The ommands to a agent inlude: starting/stopping misuse detetor, enabling/disablingattak signatures, adding/deleting attak signatures, requesting a list of attak sig-natures, `key reset' for hanging key, et. The agent ats on these ommands and20



replies to the server along with the status of ommand exeution, i.e., suess orfailure, and if possible , the reason for suess or failure. For detailed format ofommand and reply messages, please see the Appendix A.3.3.5 AlertsAlerts desribe the network attaks deteted by misuse detetor by analyzing thenetwork-tra�. An alert is �rst generated by the misuse detetor and ontainsinformation like type of attak, attak desription, signature id of attak signaturethat mathes with this attak, timestamp, soure and destination IP address, andport numbers. The misuse detetor passes alert to the agent whih assigns a uniquealert_id to eah alert. These alerts are subsequently sent to the server by theagent. Usually many alerts are ommuniated in a single paket along with theiralert_ids for e�ieny. The server aepts all alerts and sends reply bak to theagent ontaining list of alert_ids reeived and logs these alerts to the database.Refer Appendix A for paket format of alert messages.3.3.6 Graeful DegradationThe Sahet protool helps in providing a graeful degradation servie to Sahet.If any omponent rashes or restarts, it should not disable the entire system, norshould it bring the system to an inonsistent state. We will disuss some senariosnow that illustrate how system detets failures and reovers from them.Server rashesWhen a agent starts, it sends probe messages to �nd out the state of the server. Ifthe server is alive, the agent reeives probe reply message `SERVER_ALIVE' fromthe server. Only when the agent reeives a reply to its probe message, it starts theauthentiation proess with the server. After suessful authentiation, the agentstops probe pakets to the server. Now, it may happen that server rashes or restartsafter the authentiation phase. This may give rise the following two senarios:21
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ontinue to disard alert pakets reeived from an agent until the agent authen-tiates with it. The Agent will retransmit alert paket MAXRETRYCOUNTnumber of times and it will hange its state to unauthentiated. The agentwill start sending probes to the server. It will reeive reply from the serverimmediately and hene will start the authentiation proess. This senario isshown in Figure 3.5.
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Figure 3.5: Server rashes and reovers quiklyIn both senarios, alerts reeived from the misuse detetor will be bu�ered in theagent's memory. There is a limit to the size of memory bu�er and urrently it anstore a maximum of 10000 alerts. As soon as the server reovers, the agent will sendall these alerts.Agent rashesThe server periodially sends probe messages to all authentiated agents to knowabout their state. Here the probe messages are enrypted with session key spei�23



to that agent. Here also we are assuming that the failure takes plae after theauthentiation is omplete. It does not matter whether the server is waiting for areply of a probe messages or a ommand message. The situation is similar for bothmessage types.
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Figure 3.6: Agent rashes but has not reovered� Agent rashes but has not reovered If the server does not reeive replyto a probe or ommand message from an agent, it retransmits the message.Even after retransmitting the message for MAXRETRYCOUNT number oftimes, if the server does not get a reply, it assumes that the agent has failedand hene hanges the state of this agent to unauthentiated. This senario isshown in Figure 3.6.� Agent agent rashes and reovers quikly When the agent reovers, it isin unauthentiated state, and does not know the previous session key. There-fore it annot reply or aknowledge server messages. It will start the authenti-ation phase. It may happen that while the server is retransmitting messages,24
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Misuse Detetor rashesThe Misuse Detetor is started by the ontrol module as its hild proess duringstartup. Hene Misuse Detetor runs as a separate proess but is ontrolled by theontrol module. The ontrol module periodially heks whether it is running ornot. If ontrol module �nds that the misuse detetor has failed, it �rst tries torestart it. If it fails to restart the misuse detetor it immediately sends a message`MISUSE_DETECTOR_FAILED' message to the server. The server ommuniatesthe status of the misuse detetor to the onsole whih displays it on the agent sreen.The system administrator an then take appropriate ation.3.4 The Sahet Server-Console ProtoolThe Sahet Server-Console (SSC) protool is mainly designed for loal ommu-niation between the server and the onsole. The onsole an ontrol and managethe sahet server only through this protool. The onsole must authentiate to theserver before issuing any instrutions or requests. This protool is implemented overTCP so that the onsole need not authentiate every time to server before sendingany instrution or request to it. The server and onsole should be installed on thesame host and the server must aept onnetion requests from the onsole fromthe loalhost only. After aepting a onnetion from the onsole, the server �rstheks for the user name and password reeived from the onsole, and veri�es it.If veri�ation fails it immediately terminates the onnetion, otherwise it is readyto aept pakets from the onsole. The Sahet server-onsole protool paketformat is shown as below:
2   bytes 2 bytes Variable

Message TypePacket Length Data ValueFigure 3.8: Paket Struture of Sahet server-onsole protool26



The `Paket Length' is the size of the omplete paket in bytes. The `Mes-sage Type' indiates the type of paket. The paket an be either a ommand-message/request-message/response-message. The `Value' �eld ontains the mean-ingful data that is ommuniated and is spei� to the message type. For detaileddesription of the message types and the format of the Sahet Server-Consoleprotool, pakets, please refer to Appendix B.
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Chapter 4Implementation of the SahetIn this hapter we disusses issues in the implementation of the Sahet system.The Sahet system has been implemented on three major platforms: Linux, Win-dows 2000 and Solaris. The server and agent are implemented in C language whilethe onsole is implemented using Java.In setion 4.1, 4.2 and 4.3 we brie�y desribe the funtionality of the server,agent and onsole respetively. In rest of the hapter we disuss issues in the imple-mentation of Sahet Protool.4.1 The ServerThe server is a entral ommand authority for ontrolling and managing multipleagents whih are deployed at ritial points of an enterprise network. It is the nerveentre of the intrusion detetion system that allows onsolidation of alerts frommultiple agents and stores these alerts in the database. It usually runs in bakgroundas a daemon or servie and is installed on a dediated mahine. The server doesnot have its own user interfae and hene annot diretly interat with the user.But it an be aessed through various other interfaes: web interfae, ommandline interfae or graphial user interfae. We have implemented GUI onsole forontrolling the server, although the other two interfaes an be easily inorporatedinto it. The server ommuniates with the onsole, whih is a separated proess,28



using a simple request-response protool in whih the onsole sends a request forsome information and the server responds by providing appropriate information orresult. The user (system administrator) needs to authentiate himself to serverbefore using the interfae. The server periodially monitors the health of eah agentand reports it to the onsole. It maintains information about agents in a databaseand retrieves it at the beginning of its exeution. The server maintains the state ofeah agent and follows the state engine as shown below:
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Sends ALERT_MSG_OK or PACKET_MSG_OKFigure 4.1: State diagram of the server (with respet to a spei� agent)4.2 The AgentThe agent passively monitors either the entire network tra� on a LAN segment,or only the network tra� reeived by a host. It reports any suspiious ativity asalerts to the server over a seure hannel using the protool. It is a onsole basedappliation whih an run in bakground and does not interat with the user. Itneeds to authentiate itself before it an ommuniate with the server. After it has29



been authentiated, it sends all the alerts generated by it to the server and aeptsommands from the server and exeute them loally. The agent omprises of twosub-omponents: Misuse detetor and ontrol module. These sub-omponents runas separate proesses on the target host.The misuse Detetor runs as a hild proess of the ontrol module. The misusedetetor monitors the network-tra�, searhes for pre-de�ned patterns or signaturesof misuse and generates alerts. Then it passes on the alert and the orrespondingpaket (that triggered the alerts), to the ontrol module. In this projet we haveused snort as the misuse detetor.Snort is an open-soure network intrusion detetion system, apable of performingreal-time tra� analysis and paket logging on IP networks. It features rule-basedlogging and an perform protool analysis and ontent searhing/mathing in orderto detet variety of attaks and probes, suh as stealth port sans, CGI attaks,SMB probes, OS �ngerprinting attempts et. Snort has a Plugin arhiteture thatfailitates in extending its detetion and reporting subsystems. It provides thefaility of writing output modules whih utilizes this plugin arhiteture and allowSnort to be muh more �exible in the formatting and presentation of output to itsusers. The output modules are run when the alert or logging subsystems of Snortare alled. Multiple output plugins may be spei�ed in the Snort Con�guration �le.When multiple plugins of the same type (log, alert) are spei�ed, they are stakedand alled in sequene when an event ours. Output modules are loaded at runtimeand spei�ed as a rule in Snort Con�guration �le. In our ase, we have written anoutput module whih ommuniates alerts and pakets generated by snort to theontrol agent through a UDP soket.The ontrol module ontrols the Snort proess by sending it appropriate signals.For example, SIGHUP signal is sent for restarting snort. Hene, Snort an bestopped/started/restarted as desired by the ontrol module. The ontrol modulealso periodially monitors the Snort and report its status to the server. The statediagram of the agent is as shown below:
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TIME_OUT  Figure 4.2: State diagram of the agent4.3 The ConsoleThe onsole provides a GUI to the system administrator for ontrolling the entiresystem. It forms the most important operational omponent from the point of viewof the system administrator sine one an monitor and view the ativities of entireSahet IDS using this GUI. More importantly, it is used to present the informationin suh a manner suh that it an be used in the ontext of surveillane and deisionsupport of the system. For example, the system administrator, by viewing thenumber of alerts generated at eah penetration point, an �nd out whih hosts aremainly targeted by attakers. Then system administrator an deide to take ertainations suh as inreasing the surveillane on those systems, or reon�guring therouter or �rewall to blok all inoming data from the IP address of the mahine thataused Snort to generate alerts.The onsole interats with the server using the Sahet server-onsole (SSC)Protool. On behalf of the system administrator, it instruts the server to issueommands (disabling/enabling of signatures or lasses of signatures, adding newsignatures et.) to the agent and report responses. It provides the means to addand delete agents without disrupting the server. Moreover, the onsole periodially31



requests the server to provide information about the entire system. The onsole andserver should be run on the same host and system administrator needs to authenti-ate with the server before interating with it.The onsole shows the status information of eah agent in a grid as a top-levelsreen. Figure 4.3 shows the top-level sreen. The sreen fouses on displaying thebasi information about agents, suh as ondition of the agent (alive or dead), agent-id, IP address of agent, et. Double liking any agent shows the advaned agentsreen (Figure 4.4). This sreen provides detailed information about agent suh asthe alerts generated with their desriptions, last time the agent authentiated withthe server, list of lasses of signatures that are enabled et. This sreen also failitatesthe system administrator to on�gure the agent. The onsole also has an alertreporting sreen (Figure 4.5) whih displays the alerts reeived from all the agents.The system administrator an selet the time period (in days and hours) to viewthe alerts that were generated during this period. By default, the sreen displaysalerts generated in the last 30 minutes. The onsole retrieves alert information fromthe database.The onsole an also display the list of all attak signatures (Figure 4.6), used bythe misuse detetor for deteting network attaks, with their omplete desription(signature id, funtionality of the attak, lass of attak it belongs to, its referenesand URL links). It retrieves all this information from the database. The mostsigni�ant apability of onsole is that of allowing reation of new attak signaturesvia a template and sending it to all the agents through the server. Figure 4.7 showsthe template for reating new signatures.4.4 Addition of New SignaturesThe onsole allows the system administrator to reate new attak signatures througha template. These speial user-reated signatures are assigned signature-ids startingfrom 2,00,000 onwards. This restrition is imposed by Snort itself to distinguishstandard signatures from the user reated ones. The server and the agent maintain32



a variable for storing the largest signature-id among all the user-reated signatures.This is to ensure that all all the agents have onsistent information about these newsignatures and must add these signatures to the database of the misuse detetor. Atany given time, it is possible that the server is not ommuniating with all the agents.Therefore, when the signature is reated, the server will not be able to propagate thisnew signature information to those agents whih are urrently not authentiated tothe server. When any of these agents start up, it sends its maximum signature-id tothe server in the aknowledgement message of the authentiation phase. The serverompares its maximum signature-id to that of agent. If there is any di�erene itsends the remaining user-reated signatures to the agent.On reeiving new signatures from the server, the agent adds them to a partiular�le, whih only stores new signatures for misuse detetor, and restarts the snort.4.5 Maintenane of Alert idThe server stores alert-id of the last alert it reeived from the agent in the database.It maintains last alert-ids of all the agents and retrieves this information when itstarts up. This helps in maintaining the information about alerts onsistent in theevent of agent or the server failure. When the server restarts, it uses the last alert-idof the partiular agent to aept only those alerts having theirs ids greater than thelast alert-id of this agent. This allows the server to disard alerts. The server sendsthis last alert-id to the agent when it authentiates with the server. When the agentrestarts, it aepts this last alert-id from the server so that it an assign alert-ids tothe new alerts it reeives from the misuse detetor.4.6 Publi Key ManagementAs mentioned earlier, the Sahet protool assumes that both ommuniating hostshave authenti opies of eah other's publi key. Therefore, the server needs tomaintain publi keys of all agents. Also, an agent should know the publi key of theserver. Regarding the server aquiring the publi key of the agent, we have adopted33



the following approah. During the installation of the agent, a publi and privatekey pair for the agent is generated. The publi key is then manually transferred(through CD, for example) by system administrator to the mahine where the serveris running. Through the onsole we add detailed information of that partiular agent(Agent id, publi key, IP address) to the database and inform the server about thenew agent. Thus the server stores the publi key of eah agent in the database.A agent an aquire the publi key of the server either in a similar manner asdesribed above, or it an simply send a plain-text UDP message to the serverrequesting for its publi key. All of this will happen during the installation of agent.Note though, that the latter method is not very seure.4.7 Private Key StorageA ommon problem is any subsystem that uses ryptography is the seure storageof private keys. In the Sahet system, the server and the agents need to storetheir respetive private RSA keys. Storing the private key unenrypted on disk islearly inseure beause if anyone is able to gain aess to these keys then (s)he anorrupt the entire intrusion detetion system by introduing false agent or server inthe system. However the alternative of enrypting it with the key derived from apassphrase implies user intervention at system startup time. In our implementation,therefore, the use of a passphrase to enrypt the private key is optional, in both theserver and the agent. If a passphrase is used, the private key is enrypted using3DES with the MD5 heksum of the passphrase as the key.
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Figure 4.3: Top-Level agent sreen of Console
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Figure 4.4: Agent sreen of Console
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Figure 4.5: Alert Reporting sreen of Console
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Figure 4.6: Sreen depiting list of attak signatures in Console
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Figure 4.7: Template for reating new attak signature in Console
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Chapter 5Conlusion and Future WorkWe have designed and implemented a distributed arhiteture for Intrusion De-tetion System alled Sahet, that employs independent entities alled agents forperforming monitoring and analysis of network tra� at various penetration pointsof the organization. Eah agent uses Snort as the misuse detetor to detet attaksand report these attaks to a entralized server where they are stored in database forfurther analysis. The agents ommuniate with the server using the Sahet Protoolthat provides reliability, mutual authentiation, seurity and graeful degradationfeature. A GUI is provided as an interfae for aessing by the system administratorfor monitoring the entire Sahet system.This work an be extended in several ways mentioned below:� It is possible that the alerts generated aross multiple agents are all related tothe same attak. Distributed Denial of Servie attaks and stealth probes areexamples of suh attaks. The faility should be provided to orrelate alertsfrom multiple agents to detet these type of attaks.� The other issue is the large number of false positives generated by Snort.This happens partly beause Snort does not reonstrut higher layers in theprotool stak ( suh as HTTP, SMTP, et.). For example, if a partiularexploit involves �nding a ertain string in the URL of an HTTP GET request,Snort will alert even if the string appears innouously in the ookies thataompany the GET request. Although, this ontributes to its speed, false40



alarms may overwhelm the system administrator giving them no opportunityto fous on relatively few events of real interest.� GUI needs further improvement. It is beause an attaker an diretly targetthe user interfae. An attaker an deliberately generate large number ofspurious pakets purely for the purpose of triggering the intrusion detetionsystem. In this way, she an over�ow the onsole with alerts and prevent theanalyst from notiing some small number of more serious intrusions, whihrepresent the attaker attempting her true goal. Hene, the onsole needs tobe arefully designed to foil this deoy attak from sueeding. One of thesolution lies in providing multiple levels of alert views suh as viewing of alertsby ategorization of attaks, soure IP address et.� There are some attaks whih results in generation of very large number ofalerts by Snort. For exmple, Probes, Denial of Servie attaks are suh attaks.One needs to apply some `Data Redution' tehniques either at the agent orat the server to redue these large number of alerts, all of whih refer to thesame attak, to a single alert that solely represent the attak.
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Appendix AFormats of Messages in SahetProtoolIn this appendix, we desribe formats of the messages exhanged between the agentand the server using the Sahet Protool. The Messages an be of following type:authentiation, ommand, response, alert, probe. We have only shown the `MeesageType' and `data' �eld of the paket of various messages. The paket format ofSahet Protool is shown below:
Encryption
type

Packet ID Agent ID Data Length Message type

Not encrypted

Data

Encrypted with receiver’s public key or session key
Encrypted with sender’s

 private key or session key.

Bytes      2                       2                          2                         2                       2                            variable                                  128 or 16

Hash

Figure A.1: Paket Struture of SahetProtoolThe `Enryption type' �eld desribe the properties of the paket and an attainany of the four values. Only NO_HASH value an be used as in ombination withother values.NO_ENCRYPT The paket ontains plain-text message and data.NO_HASH The hash has not been omputed over the paket.42



SYMMETRIC_ENCRYPT The ontents of the paket are enrypted with ses-sion key using symmetri ipher algorithm.RSA_ENCRYPT The ontents of the paket are enrypted with reeiver's publikey.A.1 Authentiation MessagesThe following sequene of messages are exhanged during the authentiation phase.The �rst message is sent by the agent to the server to start the mutual authentiationmehanism.Message Type (ode) Data (bytes)AUTH_REQUEST (20) Empty (0)CONSOLE_CHALLENGE (21) Rand1 (16)AGENT_RESPONSE (22) Rand1 (16), Rand2(16)CONSOLE_RESPONSE (23) Rand2 (16), Seret Key (14), last alert ID (2)AGENT_ACK (24) Snort_status (2), Number of signatures enabled (4),Max. signature id value (4)Table A.1: Messages exhanged during authentiation phaseWhere Rand1, Rand2 are 16 byte random numbers.A.2 Data MessagesData exhange takes plae only after the suess of authentiation phase. Datamessages reeived before the ompletion of authentiation phase are ignored by thereeiver. Data an be alerts from agent to onsole or ommands from onsole toagent. Every data message has two possible replies - one indiating suess and theother indiating failure.Messages from the server to a agent inlude the following:Key reset ommand: This ommand message tells the agent to use new sessionkey for further ommuniation. The message exhanges are:43



Message Type (ode) Data (bytes)KEY_RESET (30) New Key (14)KEY_RESET_OK (518) New Key (14)Table A.2: Message exahnges for Key-reset ommandEnabling and disabling signatures: Eah standard signature has a uniqueSID. Thus it is su�ient to just mention the SID in the message instead of the entiresignature. More than one SID an be mentioned in this message. The server expetsa reply from the agent whih indiates either suess or failure or that the signatureis already enabled or disabled. The message exhange sequene is shown below.Message Type (ode) Data (bytes)ENABLE_SIGNATURE (31) SID (4), SID (4) ....ENABLE_SIGNATURE_REPLY (502) SID (4), reply_ode (2), SID (4), reply_ode (2) ...Table A.3: Messages for enabling signaturesWhere reply-ode an be one of the following: ENABLE_SIGNATURE_OK(503), ENABLE_SIGNATURE_FAILED (504), ENABLE_SIGNATURE_ALREADY(505).Message Type (ode) Data (bytes)DISABLE_SIGNATURE (32) SID (4), SID (4) ....DISABLE_SIGNATURE_REPLY (506) SID (4), reply_ode (2), SID (4), reply_ode (2) ...Table A.4: Messages for disabling signaturesWhere reply-ode an be one of the following: DISABLE_SIGNATURE_OK(507), DISABLE_SIGNATURE_FAILED (508), DISABLE_SIGNATURE_ALREADY(509).Adding new signatures: Server an add new signatures to the misuse detetorengine of Snort. It assigns a new SID to the signature and sends the message to theagent. The agent responds by indiating whether the ommand was suessful or44



not. The signature to be added is also present in the message. Many signatures anbe sent in a message. The following message exhange sequene takes plae.Message Type (ode) Data (bytes)ADD_NEW_SIGNATURE (33) SID (4), Signature (String), SID (4), Signature (String),...ADD_NEW_SIGNATURE_OK (510) SID (4), SID (4), SID (4),...Table A.5: Messages for adding new signatureWhere the signature is a NULL terminated string.Enabling and disabling sig�les: A sig�le houses a partiular lass of signa-tures. Signatures are lassi�ed on type of attaks or vulnerabilities in servies. Foreg. there are many di�erent signatures for deteting Denial of servie attaks. Ifthere is a need that a partiular agent should detet partiular lass of attaksrather than all attaks then this message spei�es the list of sig�les that should bedisabled/enabled on that agent. The sig�les are represented as sequene of NULLterminated string.Message Type (ode) Data (bytes)ENABLE_SIGFILE (37) List of sig�les eah separated by NULL harater...ENABLE_SIGFILE_REPLY (524) SIGFILE_1 (String), reply_ode (2), SIGFILE_2 ...Table A.6: Messages for enabling signature �lesWhere reply-ode an be one of the following: ENABLE_SIGFILE_OK (525),ENABLE_SIGFILE_FAILED (526), ENABLE_SIGFILE_ALREADY (527).Message Type (ode) Data (bytes)DISABLE_SIGFILE (38) List of sig�les eah separated by NULL harater...DISABLE_SIGFILE_REPLY (519) SIGFILE_1 (String), reply_ode (2), SIGFILE_2 ...Table A.7: Messages for disabling signature �les45



Where reply_ode an be one of the following: DISABLE_SIGFILE_OK (520),DISABLE_SIGFILE_FAILED (521), DISABLE_SIGFILE_ALREADY (522).Starting and stopping the misuse detetor: Server an ask the agent to startor stop the misuse detetor. The start message also ontains the options with whihthe misuse detetor program should be started. The reply to start ontains anyerror message generated if start fails.Message Type (ode) Data (bytes)START_DETECTOR (34) OptionsSTART_DETECTOR_OK (513) or Message (String, if any)START_DETECTOR_FAILED (514) Error Message (String)Table A.8: Messages for starting misuse detetor
Message Type (ode) Data (bytes)STOP_DETECTOR (35) Empty (0)STOP_DETECTOR_OK (516) Empty (0)Table A.9: Messages for stopping misuse detetorWhere `Options' �eld depends on the misuse detetor being used. We an alsoinlude a message whih indiates failure but generally stopping will not fail.Heartbeat:The server periodially sends a probe to all the agents whih are inauthentiated state. The agents should send a reply. The format of the probe andreply are as follows. The periodiity of this probe is tunable.Message Type (ode) Data (bytes)AGENT_PROBE (103) Empty (0)AGENT_ALIVE (604) Empty (0)Table A.10: Messages for probing the agent
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Messages from Agent to the server inlude the following:Alerts from agent to onsole: Eah alert is assoiated with pakets that gener-ated the alert. Pakets are sent along with the alert. It may not be possible to sendall pakets in one UDP paket. So, two types of messages are required for sendingalerts and pakets. In the �rst type the full alert is inluded along with as manyof its pakets as possible. In the seond type only the alert ID is inluded alongwith the pakets. Sine pakets an be of di�erent lengths there is a length �eldpreeding eah paket data. The alert itself ontains the alert ID. If it is possibleto send more than one alert, then many alerts an be sent in a single message. Themessage format is shown below.Message ontaining alert and pakets:Message Type Data (bytes)ALERT_MSG (101) Alert Length (2), Alert (variable), Paket length (2), Paket (variable)...ALERT_MSG_OK (601) Alert ID (4), Alert ID (4),...Table A.11: Messages for sending alerts to the serverMessage ontaining only pakets:Message Type (ode) Data (bytes)PACKET_MSG (102) Alert ID (4), Paket length (2), Paket (variable)....PACKET_MSG_OK (602) Empty(0)Table A.12: Messages for sending only pakets to the serverPaket is in standard binary format. Alert has the following format. The numberin the parenthesis indiates the size in bytes.Alert ID (4) | Signature ID(4) | Timestamp(4) | Priority(1) | Classifiation| Alert message | RefereneClassi�ation, Alert message and Referene are null terminated strings.Misuse Detetor Failure: The agent periodially monitors the health of the47



misuse detetor and report it to the server when requested by the server. Whilemonitoring the misuse detetor, if the agent �nds out that the misuse detetor isnot running, then the agent �rst tries to start the misuse detetor. If the agent failsto start the misuse detetor it reports this information immedialtely to the serverso that the onerned user an take appropriate ation.Message Type (ode) Data (bytes)MISUSE_DETECTOR_FAILED (104) EmptyMISUSE_DETECTOR_FAILED_REPLY (605) EmptyTable A.13: Messages for the failure of the Misuse DetetorHeartbeat: If the agent �nds that the server is down it periodially sends aprobe to the server until the server is up again. The server has to reply to thisprobe. The periodiity of this probe is tunable.Message Type (ode) Data (bytes)SERVER_PROBE (23) Empty (0)SERVER_ALIVE (603) Empty (0)Table A.14: Messages for probing the server

48



Appendix BFormats of Messages in Sahetserver-onsole ProtoolIn this appendix, we desribe formats of the messages exhanged between the serverand the onsole using the Sahet server-onsole (SSC) protool. All the messagesare initiated by the onsole, and the server only needs to responds them. TheMessages an be of following type: ommand, request and response. The paketformat of the SSC Protool is shown below.
2   bytes 2 bytes Variable

Message TypePacket Length Data ValueFigure B.1: Paket Struture of Sahet server-onsole protool
B.1 Authentiation MessageThis message ontains the password to be veri�ed by the server in order to establishthe orret identity of the user. This user will �nally interat with the onsole andhene ontrol the server. This is the �rst message before any interation takes plaebetween the onsole and the server. The message exhanges are as follows:49



Message Type (ode) Data (bytes)I_AUTHENTICATE (2030) password (16)I_AUTH_SUCESS or (2031) empty (0)I_AUTH_FAILED (2032)Table B.1: Messages for authentiating the userThe password is not sent in the plain-text format. First, the message digest(MD5) on the password is omputed and then this hash value is sent to the server.Hene the password is of 16 bytes of length.Change Password Message It is always advisable to hnage password period-ially. The old password should be provided alongwith the new password in themessage. The server aepts the new password only if the old password provided isorret. The message exhanges are as follows:Message Type (ode) Data (bytes)I_CHANGE_PASSWD (2037) old password (16), new password (16).I_CHANGE_PASSWD_OK (2531) orI_OLDPWD_INCORRECT (2532)Table B.2: Messages for hanging the passwordIn this ase also the hash value of the passwords are being sent, not the plain-text.B.2 Command Messages`Command messages' are the ommands to the partiular agent, on behalf of the userinterating with the onsole. These ommands are sent to partiular agent throughthe server. `Command messages' an also be ommands to the server to reeive theinformation from the user and updates it on the database. The information an belike adding/deleting of agents. The following are the types of ommands issued bythe onsole. 50



Adding and Deleting Agent As the enterprise will keeps on growing, morenumber of agents will be deployed at the startegi loations of the organization.The information about new agents should be provided to the server so that it anauthentiate with the new agents and starts ommuniating with them. Suppose ifit has been deided to stop monitoring a partiular host or network segment, thenthis infromation should also be ommuniated to the server. The messages involvedare as follows:Message Type (ode) Data (bytes)I_ADD_AGENT (2010) Agent id (2), Publi key of Agent (String).I_ADD_AGENT_OK (2522) or empty(0)I_AGENTID_INUSE (2525) or I_FAILED (2523)Table B.3: Messages for adding new agent
Message Type (ode) Data (bytes)I_DELETE_AGENT (2011) Agent id (2).I_DELETE_AGENT_OK (2526) or empty(0)I_AGENT_NOT_FOUND (2527) or I_FAILED (2523)Table B.4: Messages for deleting the agentEnabling or Disabling signatures This message direts the server to issueommand to the partiular agent for enabling or disabling of ertain signatures. Eahsignature is known by its signature id. The message inlude the list of signature idsseparated by spae. The message exhanges are as follows:Message Type (ode) Data (bytes)I_ENABLE_SIGNATURES (2001) Agent id (2), SID (4), SID (4), SID (4) ....I_ENABLE_SIGNATURES_REPLY (2512) SID (4), reply_ode(2), SID (4), reply_ode (2) ...Table B.5: Messages for enabling signaturesWhere reply-ode an be one of the following: ENABLE_SIGNATURE_OK51



(503), ENABLE_SIGNATURE_FAILED (504), ENABLE_SIGNATURE_ALREADY(505). Message Type (ode) Data (bytes)I_DISABLE_SIGNATURES (2002) Agent id (2), SID (4), SID (4), SID (4) ....I_DISABLE_SIGNATURES_REPLY (2513) SID (4), reply_ode (2), SID (4), reply_ode (2)....Table B.6: Messages for disabling signatureswhere reply-ode an be one of the following: DISABLE_SIGNATURE_OK(507), DISABLE_SIGNATURE_FAILED (508), DISABLE_SIGNATURE_ALREADY(509).Enabling or Disabling signature �les This message direts the server toissue ommand to the partiular agent for enabling or disabling of ertain signature�les. The message may ontain more than one signature �les and eah signature �leis separated by NULL terminated string.Message Type (ode) Data (bytes)I_ENABLE_SIGFILES (2004) Agent id (2), List of sig�les eah separated by NULL harater..I_ENABLE_SIGFILES_REPLY (2515) SIGFILE_1 (String), reply_ode (2), SIGFILE_2 (String)...Table B.7: Messages for enabling signature �lesWhere reply-ode an be one of the following: ENABLE_SIGFILE_OK (525),ENABLE_SIGFILE_FAILED (526), ENABLE_SIGFILE_ALREADY (527).Message Type (ode) Data (bytes)I_DISABLE_SIGFILES (2005) Agent id (2), List of sig�les eah separated by NULL harater...I_DISABLE_SIGFILES_REPLY (2516) SIGFILE_1 (String), reply_ode (2), SIGFILE_2 (String)...Table B.8: Messages for disabling signature �lesWhere reply_ode an be one of the following: DISABLE_SIGFILE_OK (520),DISABLE_SIGFILE_FAILED (521), DISABLE_SIGFILE_ALREADY (522).52



Starting or Stopping Misuse Detetor This message instruts the serverto ommand the agent to stop its misuse detetor. The message exhnages are asfollows: Message Type (ode) Data (bytes)I_START_MISUSE_DETECTOR (2008) Agent id (2).I_START_MISUSE_DETECTOR_REPLY (2519) reply_ode (2).Table B.9: Messages for starting misuse detetor
Message Type (ode) Data (bytes)I_STOP_MISUSE_DETECTOR (2009) Agent id (2).I_STOP_MISUSE_DETECTOR_REPLY (2520) reply_ode (2).Table B.10: Messages for stopping misuse detetorIn both the ases, the reply_ode an be any one of the following: I_AGENT_NOT_FOUND(2527), I_AGENT_NOT_ALIVE (2528), I_FAILED (2523).Adding a new signature The onsole provides a simple template though whihthe onerned user an reate a new attak signature. This new signature is updatedto all the agents whih are ommuniatig with the server.Message Type (ode) Data (bytes)I_ADD_SIGNATURE (2003) Signature (string)I_ADD_SIGNATURE_REPLY (2514) empty (0).Table B.11: Messages for adding a new signature to all agents

B.3 Request MessagesRequest messages are the request to the server for providing urrent informationabout the entire sahet system to the user who is interating with the onsole.53



Basi information about agent This message is periodially sent to the serverto know about basi information about eah agent. The server replies to this messageby proessing the information present in its loal data strutures. The messageexhanges are as follows:Message Type (ode) Data (bytes)I_BASIC_INFO (2035) Agent id (2).I_BASIC_INFO_REPLY (2529) Agent id (2), status of agent (1), status of misuse detetor (1),last authentiation time of agent with server (4)Number of signature �les (2), IP Address (24).Table B.12: Message for requesting information about the agent
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