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AbstratThe extensive use of omputers and networks for exhange of information hasalso had rami�ations on the growth and spread of rime through their use. Lawenforement agenies need to keep up with the emerging trends in these areas forrime detetion and prevention. Among the several needs of suh agenies is the needto monitor, detet and analyze undesirable network tra�. However, the monitoring,deteting, and analysis of this tra� may be against the goal of maintaining privayof individuals whose network ommuniations are being monitored.PikPaket - a network monitoring tool - that an handle the on�iting issuesof network monitoring and privay through its judiious use � is disussed in Ref-erene [23℄. PikPaket has four omponents � The PikPaket Con�guration FileGenerator for assisting the user in setting up the parameters for apturing pakets,the PikPaket Paket Filter for apturing pakets, the PikPaket Post-Proessorfor analyzing pakets, and the PikPaket Data Viewer for showing the aptureddata to the user. This thesis disusses �ltering FTP [38℄ and HTTP [17℄ pakets inthe PikPaket Paket Filter.
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Chapter 1IntrodutionThe use of omputers has rapidly inreased in the last few deades. Coupled with thishas been the exponential growth of the Internet. Computers an now exhange largevolumes of information. This has resulted in an ever inreasing need for e�etivetools that an monitor the network.Suh monitoring tools help network administrators in evaluating and diagnosingperformane problems with servers, the network wire, hubs and appliations. Sinemahines annot distinguish personalities and ontent, they an also be used forommuniation and exhange of information pertaining to unlawful ativity. Thisis why law enforing agenies have shown inreased interest in network monitoringtools. It is felt that areful and judiious monitoring of data �owing aross thenet an help detet and prevent rime. Suh monitoring tools, therefore, have animportant role in intelligene gathering. Companies that want to safeguard theirreent developments and researh from falling into the hand of their ompetitors alsoresort to intelligene gathering. Thus there is a pressing need to monitor, detet andanalyze undesirable network tra�.However, the monitoring, deteting, and analysis of this tra� may be opposedto the goals of maintaining the privay of individuals whose network ommuniationsare being monitored. This thesis desribes PikPaket � a Network Monitoring Tool� that an address the on�iting issues of network monitoring and privay throughits judiious use. This tool was developed as a part of a researh projet sponsored1



by the Ministry of Communiations and Information Tehnology, New Delhi. Thebasi framework for this tool has also been disussed in Referene [23℄.1.1 Sni�ersNetwork monitoring tools are also alled sni�ers. Network sni�ers are named aftera produt alled Sni�er Network Analyzer introdued in 1988 by Network GeneralCorporation (now Network Assoiates Inorporated) who have also trademarkedthe word sni�er. However this word ontinues to be in popular use for lak of otheronvenient synonyms.Several tools exist that an monitor network tra�. Usually suh tools willput the network ard of a omputer into the promisuous mode. This enables theomputer to listen to the entire tra� on that setion of the network. There anbe an additional level of �ltering of these pakets based on the IP related headerdata present in the paket. Usually suh �ltering spei�es simple riteria for theIP addresses and ports present in the paket. Filtered pakets are written on tothe disk. Post apture analysis is done on these pakets to gather the requiredinformation from these pakets.However, this simplisti model of paket sni�ng and �ltering has its drawbaks.First, as only a minimal amount of �ltering of pakets reeived is arried out, theamount of data for post proessing beomes enormous. Seond, no �ltering is doneon the basis of the ontent of the paket payload. Third, as the entire data is dumpedto the disk the privay of innoent individuals who may be ommuniating duringthe time of monitoring the network may be violated. This motivates the design andimplementation of PikPaket.1.2 PikPaketThe purpose of PikPaket, like the simple �lter disussed above is to monitor net-work tra� and to opy only seleted pakets for further analysis. However, thesope and omplexity of riteria that an be spei�ed for seleting pakets is greatly2



inreased. The riteria for seleting pakets an be spei�ed at several layers of theprotool stak. Thus there an be riteria for the Network Layer � IP addresses,Transport Layer � Port numbers and Appliation Layer � Appliation dependentsuh as �le names, email ids, URLs, text string searhes et. The �ltering ompo-nent of this tool does not injet any pakets onto the network. One the paketshave been seleted based on these riteria they are dumped to permanent storage.A speial provision has been made in the tool for two modes of apturing paketsdepending on the amount of granularity with whih data has to be aptured. Theseare the �PEN� mode and the �FULL� mode of operations. In the �rst mode it isonly established that a paket orresponding to a partiular riterion spei�ed by theuser was enountered and minimal information required for detailed investigation isaptured. In the seond mode the data of suh a paket is also aptured. Judiiouslyusing these features an help protet the privay of innoent users.The pakets dumped to the disk are analyzed in the o�-line mode. Post dumpanalysis makes available to the investigator separate �les for di�erent onnetions.The tool provides a summary of all the onnetions and also provides an interfaeto view reorded tra�. This interfae extensively uses existing software to renderthe aptured data to the investigator. For instane, when rendering e-mail Outlookmay be used through the interfae provided. A GUI for generating the rules inputto the �lter is also provided.1.3 Organization of the ReportThis thesis fouses in detail on �ltering data pakets belonging to appliationsbased on the File Transfer Protool (FTP) [38℄ and the Hypertext Transfer Pro-tool (HTTP) [17℄. Chapter 2 and Chapter 3 prepare the bakground that will helpunderstand sni�ers and PikPaket in general. Chapter 2 disuses sni�ers in greaterdetail. Chapter 3 desribes the high level design of PikPaket. Chapter 4 disussesthe design and implementation details of �ltering based on FTP and Chapter 5 dis-usses the same for HTTP. The rest of the thesis desribes testing strategies. The�nal hapter onludes the thesis with suggestions for further work.3



Chapter 2Sni�ersNetwork sni�ers are software appliations often bundled with hardware devies andare used for eavesdropping on network tra�. Akin to a telephone wire-tap thatallows a person to listen in on to other people's onversation, a sni�ng program letssomeone listen in on omputer onversations. Network sni�ers are named after aprodut alled the Sni�er Network Analyzer introdued in 1988 by Network GeneralCorporation (now Network Assoiates Inorporated). The word �sni�er� is a regis-tered trademark of this ompany but is urrently in popular use. Sni�ers usuallyprovide some form of protool-level analysis that allows them to deode the data�owing aross the network aording to the needs of the user. Data �ows in thenetwork in pakets and often this analysis is done on a paket by paket basis.Sni�ng programs have been traditionally used for helping in managing and ad-ministering networks. However, overtly, these programs are also used for breakinginto omputers. Reently, sni�ers have also found use with law enforement ageniesfor gathering intelligene and helping in rime prevention and detetion. Typiallysuh programs an be used for evaluating and diagnosing network related problems,debugging appliations, rendering aptured data, network intrusion detetion andnetwork tra� logging.
4



2.1 The Primary Mehanism of Sni�ngAny suess in using sni�ers an be attributed to the fat that mahines on a loalnetwork share the same wire (transmission media). Sine many mahines share thesame wire, eah mahine must have a unique identi�er for the data to reah theorret destination through the shared wire. This unique identi�er is alled theMAC (Media Aess Control) address of the mahine.When a mahine on the network ommuniates with another, it paks the datathat it wishes to send into a frame. This frame ontains � other than the data andommuniation protool headers � its own MAC address and the MAC address ofthe destination mahine. Though other information is also put into the frame thefous of interest for the urrent disussion is the MAC address. If the destinationmahine happens to be on a wire other than the wire that this mahine shares, theMAC address of the nearest router is set as the destination MAC address of theframe. The router on reeiving the frame hanges some of the frame data and thedestination MAC address and forwards the data.The Ethernet hardware (the standard network adapter) has a hardware hip thatignores all tra� not intended for that hardware. This is aomplished by ignoringall frames on the wire whose destination MAC addresses do not math the MACaddress of the Ethernet hardware. Network sni�ers turn o� the �ltering mehanismof the hardware hip on the network adapter and ollet all frames irrespetive ofthe destination MAC address. This is known as putting the network adapter intothe �promisuous mode�.2.2 Filtering Sni�ed DataThe amount of information that �ows aross the network is quite high. A simplesni�er that just aptures all the data �owing aross the network and dumps it to thedisk soon �lls up the entire disk espeially if plaed on busy segments of the network.Analysis of this data for di�erent protools and onnetions takes onsiderable timeand resoures. Furthermore the entire data is usually not of interest to the user.Moreover, it would be desirable to gather data �owing aross the network so that the5



privay of individuals who are aessing and dispensing data through the networkis not ompromised. It is therefore neessary to �lter, on-line, the data gathered bythe �promisuous� network adapter.Current day sni�ers often ome oupled with a �lter that is provided �lteringriteria for dumping pakets to the disk. Rather than merely identifying paketsbased on low level harateristis suh as paket soure and destination, urrentsni�ers an deode data from the various layers of the Open System Interonnetion(OSI) network stak. Subsequent disussion fouses on the �ltering mehanismsused in these sni�ers.The �rst level of �ltering that an be applied on pakets �owing aross thenetwork is based on the network parameters of that paket viz. the MAC addresses,IP addresses, protools, and port numbers. Sine the paket would �rst be availableto the kernel before being handed over to the user appliation that is �ltering thepakets it is desirable to have in-kernel �ltering of pakets. With in-kernel �lteringseveral pakets would be rejeted by the kernel and a ontext swith would notour for eah paket. This would speed up the �ltering proess. Currently in-kernel �ltering is supported only for the basi network parameters and does notextend to the appliation level.The seond level of �ltering is based on riteria spei� to an appliation. Forinstane � email-ids for the Send Mail Transfer Protool (SMTP) [25℄, user names forFile Transfer Protool (FTP) [38℄ and host names for Hypertext Transfer Protool(HTTP) [17℄. Sine there is no support in the kernel for handling these parametersa user level appliation handles suh �ltering.The third level of �ltering is based on the ontent present in the appliation payload. For instane it may be desired to searh for the presense of a text string in a�le transferred during a FTP session. Suh �ltering also needs to be handled by theuser level appliation.An interesting issue arises when in-kernel �ltering is ombined with user level�ltering and the nature of appliation is suh that the in-kernel �lter has to dynam-ially hange. In suh ases the overhead for dynamially generating and using thein-kernel �lter has to be onsidered. This is disussed in more detail in Chapter 36



and Chapter 4.2.2.1 In-Kernel FilteringIn-kernel �ltering as disussed above an �lter pakets based on network parame-ters present in the protool headers of pakets. The �rst among the hain of suh�lters was the CMU/Stanford Paket Filter [27℄ that evolved into Network InterfaeTap(NIT) [33℄ under the SunOS 3 and later into BSD Paket Filter (BPF) [26℄.BPF developed by Steve MaCane and Van Jaobson omprises of two omponents� the �lter ode and an interpretor for the ode. The BPF interpretor assumes apseudo mahine with an aumulator, an index register, a srath memory store andan impliit program ounter. Simple funtionality like Load, Store, Branh, Returnet. akin to assembly language is provided.BPF [26℄ outperforms its suessor CSPF [27℄ beause �rstly it �lters paketsbased on a direted ayli Control Flow Graph (CFG). CSPF [27℄ uses a booleanexpression tree for the same. NNstat [43℄ was the �rst to use CFG for representing�ltering expressions. Though the two models of omputation � CFG and booleanexpression tree � are equivalent the former is well suited for register based mahineswhile the latter is suited for stak based mahines. Moreover, the number of om-parisons required by the former model for paket �ltering an be shown to be lessthan the number of omparisons required by the latter. The NIT [33℄ model onthe other hands opies paket that result in degradation of performane whereasBPF [26℄ does not opy pakets. In kernel opying is done only in ase of mathesin BPF [26℄.The Linux Soket Filter (LSF) [40℄ is derived from BPF [26℄ for mahines usingthe Linux operating system.2.3 Post-Proessing Sni�ed DataSni�ers normally dump the pakets that they apture diretly to the disk. Thesepakets usually require post apture proessing to render them humanly readable.7



Most sni�ers provide various post-proessing and rendering tools. Sni�ers that pro-vide statistis about the data aptured with the sole purpose of helping networkmanagers in diagnosing and evaluating performane problems with servers, the net-work wire, hubs and appliations are usually alled network monitoring tools. Tra-ditionally suh tools set up alerts on various events, show trends of network tra�over a time period and maintain some history information. Sometimes a monitoringtool is just a tool that an monitor any data �owing on the network.2.4 Defending Against Sni�ersSeveral well known defenses exist for thwarting sni�ng programs. Changing overfrom a �hubbed� to �swithed� network is an e�etive method for guarding againstasual sni�ng. However, this method annot be ompletely relied upon as swithednetworks an be ompromised through spoo�ng of IP and MAC addresses, andspoo�ng of ARP pakets. Moreover, the entire Internet an not be guaranteedto be swithed. Other methods of defending against sni�ng is enrypting the data�owing aross the network. This method does not prevent sni�ng. Rather, it makesdeoding of aptured data extremely di�ult. SSL (Seure Sokets Layer) [18℄, PGP(Pretty Good Privay) [2℄ and S/MIME(Seure Mime) [14℄, ssh (seure shell) [49℄,and Virtual Private Networks (VPNs) [28℄ are some of the tehniques for enryptingdata �owing aross the network. Similarly, seure authentiation mehanisms likeKerberos [32, 24℄ an prevent passwords from �owing aross the network. Againthese methods may not be available throughout the Internet.2.5 Deteting Sni�ersIt should be impossible to detet sni�ers as they are passive listeners and do notinjet anything into the network. However, sni�ers on�gured on mahines servingother funtions an be deteted. The basi idea behind most detetion methodsis to get an unexpeted reply to say a ping, ARP, and soure route paket. Thetime for a mahine to respond to a ping after and before a net is loaded with8



spurious tra� an also serve as a good detetion method. Apart from that deoymahines an be set up to trap IPs sni�ng passwords when the sni�ed informationis used. Sometimes Time-Domain Re�etometers an also be used. AntiSni� [1℄,CPM (Chek Promisuous Mode) [47℄, ifstatus [9℄ and sentinel [4℄ are some tools fordeteting sni�ers. Apoalypse Seurity [34℄ apart from having several sni�ng andanti sni�ng utilities also has an antiantisni�ng utility.2.6 Sni�ers: Produt SurveySeveral ommerially and freely available sni�ers exist urrently. Sni�ers ome indi�erent �avors and apabilities for di�erent Operating Systems. This setion brie�ydisusses some of them.Ethereal [15℄ is a UNIX-based program that also runs on Windows. It omes inboth a read-only (protool analyzer) version as well as a apture (sni�ng) version.The read-only version is for deoding existing paket aptures. WinDump [11℄ is aversion of tpdump for Windows that uses a libpap-ompatible library alled Win-Cap. Network Assoiates Inorporated [31℄ have a range of sni�ers inluding VOIP(Voie over IP) sni�ers. Mirosoft's WinNT Server omes with a built-in programalled �Network Monitor�. This an be added through the Networking ontrol panel,by adding the servie �Networking Monitor Tools Agent�. One installed, this toolan be run from the program menu under �Administrative Tools�. BlakICE [5℄ isan intrusion detetion system that an also log aptured pakets to disk in a for-mat that an be read by other protool analyzers. This may be more useful than ageneri sni�ng program when used in a seurity environment. EtherPeek NX [16℄is a real time frame deoding and diagnostis tool and an be used both in theWindows and Maintosh environments. Tritiom [46℄ have a suit of produts thatinlude appliation-level deoders and other monitoring software. Analyzer [10℄ isa publi domain protool analyzer with a toolkit for doing various kinds of analysisusing the WinPap library. The oldest utility in UNIX systems for sni�ng paketsis tpdump [22℄ based on Berkely Paket Filters (BPF) [26℄. An old utility alled�snoop� is also used in Sun Solaris mahines. It is muh less apable than tpdump,9



but it is better at Sun-spei� protools like NFS/RPC. Snoop's trae�le has beenspei�ed in RFC 1761 [6℄. It an be onverted to tpdump/libpap [22, 48℄ for-mat via many utilities, inluding 'tptrae'. �Sni�t� [7℄ is a utility for analyzingappliation-layer data. The Trinux [45℄ Linux seurity toolkit bundles several utili-ties inluding sni�t, tpdump and snort. SuperSni�er v1.3 [42℄ � to quote from thesite is �an enhaned libpap [48℄ based paket sni�er with many modi�ations likeDES enryption of log �le, tra� an be logged by regular expression pattern math-ing, POP and FTP onnetions are logged on one line, telnet negotiation garbage isdisarded, dupliate onnetions are disarded, tp paket reassembly, parallel tponnetion logging. Daemon mode where logs are dumped to spei�ed port withauthentiation. Dupliate POP/FTP onnetions are not logged. Compiles undermost operating systems, uses GNU autoonf�. Klos Tehnologies [12℄ provide Pak-etView and Serial View on the DOS platform for sni�ng pakets on LAN (LoalArea Networks) and PPP (Point-to-Point Protool) onnetions respetively. TheGobbler and Beholder [19℄ is another DOS based tool for sni�ng. The host site [19℄has several seurity related tools. CMA 5000 [30℄ is a multi-layer network test plat-form. The nGenius [29℄ suit of tools is for non intrusive, real-time monitoring of thenetwork and inludes ontent analysis.Carnivore [41, 20, 21℄ is a tool developed by the FBI. It an be thought of as atool with the sole purpose of direted surveillane. This tool an apture paketsbased on a wide range of appliation-layer level based riteria. It funtions throughwire-taps aross gateways and ISPs. Carnivore is also apable of monitoring dynamiIP address based networks. The apabilities of string searhes in appliation-levelontent seem limited in this pakage. It an only apture email messages to andfrom a spei� user's aount and all network tra� to and from a spei� user orIP address. It an also apture headers for various protools.PikPaket the fous of this thesis and also disussed in Referene [23℄ is a mon-itoring tool similar to Carnivore. This sni�er an �lter pakets aross the levels ofthe OSI network stak for seleted appliations. Criteria for �ltering an be spei�edfor network layer and appliation layer for appliations like FTP [38℄, HTTP [17℄,SMTP [25℄ et. It also supports real-time searhing for text string in appliation and10



paket ontent. Unlike Carnivore, urrently it does not have the ability of apturingpakets by disovering IPs in a dynami IP address based network. However, it isplanned to extend PikPaket's apabilities to meet this requirement. Searhing forontent in MIME and Base64 enoded data is also proposed.
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Chapter 3PikPaket: Arhiteture and DesignThis hapter disusses the design of PikPaket with speial attention to the �lter-ing in PikPaket. First the reommended arhiteture for PikPaket is disussedand its various omponents are identi�ed. Disussion on these omponents is thenundertaken with a view to elaborate on the design of the �ltering mehanisms inPikPaket. Detailed design and implementation details are disussed in Refer-ene [23℄.3.1 The Arhiteture of PikPaketPikPaket an be viewed as an aggregate of four omponents ideally deployed onfour di�erent mahines. These omponents are � the PikPaket Con�guration FileGenerator deployed on a Windows/Linux mahine, the PikPaket Filter deployedon a Linux mahine, the PikPaket Post Proessor deployed on a Linux mahineand the PikPaket Data Viewer GUI deployed on a Windows mahine. An ar-hitetural view of PikPaket is shown in Figure 3.1 where these omponents areshown in retangles. Initially, riteria are given to the PikPaket Filter through thePikPaket Con�guration File Generator GUI. This generates a on�guration �le forthe PikPaket Filter based on whih the �lter aptures the pakets. In the envis-aged senario of usage, the PikPaket Con�guration File Generator would preparea on�guration �le that would be transferred to the mahine where the PikPaket12
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NETWORKFigure 3.1: The Arhiteture of PikPaketFilter would run. The PikPaket Filter aptures pakets aording to the riteriaspei�ed in the on�guration �le and stores them to some storage devie. Again itis advisable, though not neessary, that this devie be some removable permanentstorage. Then the removable permanent storage is taken o�ine for post proessingand analysis. The PikPaket Post Proessor would typially run on some mahineother than the one on whih the PikPaket Filter is running. The task of the PostProessor is to break the dumped data into separate onnetions and retrieve thatinformation from the aptured pakets whih is neessary for showing the aptureddata through a user friendly windows based GUI. After post proessing and analysisa separate PikPaket Data Viewer GUI shows the results.3.2 The PikPaket Con�guration File GeneratorThe PikPaket Con�guration File Generator is a java based graphial user interfae(GUI) that generates the on�guration �le that is input to the PikPaket Filter.This �le is a text �le with HTML like tags. A sample on�guration �le is given in13



Appendix A. This �le has four setions.1. The �rst setion ontains spei�ations of the output �les that are reated bythe PikPaket Filter for saving pakets. It allows spei�ation of multipleoutput �les and their maximum sizes. A feature in the on�guration �le isthe support for di�erent output �le managers. This feature would be usefulif output has to be dumped in formats other than the default pap [48℄ styleformat.2. The seond setion ontains riteria for �ltering pakets based on soure anddestination IP addresses, transport layer protool, and soure and destina-tion port numbers. The appliation layer protool that handles pakets thatmath the spei�ed riteria is also indiated. This information is required fordemultiplexing pakets to the orret appliation layer protool �lter.3. The third setion spei�es the number of simultaneous onnetions that shouldbe monitored for any appliation. This is used for spae alloations.4. The fourth setion omprises of multiple subsetions, eah of whih ontainsriteria orresponding to an appliation layer protool. Based on these riteriathe appliation layer data ontent of the pakets is analyzed. Spei�ationsfor �lters for SMTP [25℄, HTTP [17℄, and FTP [38℄ an also allow the user tospeify the number of history pakets to keep when ontent of suh appliationsis being �ltered for text strings.3.3 PikPaket Paket Filter: Basi DesignThe PikPaket Paket Filter reads pakets from the network. It mathes thesepakets against the riteria spei�ed by the user. Pakets that suessfully maththe spei�ed riteria are stored on some storage media for further analysis. Thissetion presents the design of the PikPaket Filter.A typial �lter an have several levels at whih it �lters pakets:1. Filtering based on network parameters (IP addresses, port numbers, et.)14



2. Filtering based on appliation layer protool spei� riteria (user names,email-ids, et.)3. Filtering based on ontent present in an appliation payload.Usually the �rst level of �ltering an be made very e�ient through the use ofin-kernel �lters [26℄. Sine the ontent of appliation an be best deiphered by the
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PacketPacket PacketFigure 3.2: Filtering Levelsappliation itself, the seond and third levels of �ltering are ombined. Figure 3.2aptures this notion of levels of �ltering. In this �gure the �rst level of �lteringis named Basi Filter and the ombined seond and third level �ltering has beennamed Appliation Layer Filter. The Basi Filter takes as input the paket and thenetwork parameters based riteria and the Appliation Layer Filter takes as inputthe appliation spei� riteria and searh strings.Sine it would be onvenient to have di�erent �lters for di�erent appliationlayer protool based �lters, the ombined seond and third level �ltering an besplit into several appliation spei� �lters � one for eah appliation. If this modelof �ltering is hosen a demultiplexer is required between the �rst level �lter and theappliation spei� �lters so that eah appliation gets only relevant pakets. Thisre�nement is aptured by Figure 3.3. The demultiplexer uses its own set of riteriafor demultiplexing pakets.Finally, appliation spei� �ltering redues to text searh in the appliation layerdata ontent of the pakets. In ase of ommuniations over onnetion orientedprotool, this text searh should handle situations where the desired text is splitaross two or more pakets before being transmitted on the network. As there maybe losses or reordering of pakets in the network, these �lters should also hek for15
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the appliation layer level. Searhing for this data is done based on the four tuples(soure IP, destination IP, soure port and the destination port). However this fourtuple is also examined by the demultiplexer. States dependent on this four tuple arealso maintained by the onnetion manager. Therefore it is best to pass the datathat the appliation wishes to assoiate with a onnetion to the hannel managerand subsequently to the demultiplexer. Alerts also inorporate this mehanism.The disussions above lay the foundation for the basi design of the PikPaketFilter. Figure 3.5 shows the basi design of the PikPaket Filter. All the riteria
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Figure 3.5: The Basi Design of the PikPaket Filterinput to various omponents are gathered into a on�guration �le. A omponentInitialize is added for initializations dependent on the on�guration �le. Anotheromponent the Output File Manager is added for dumping �ltered pakets to thedisk. A Filter Generator is added for generating the in-kernel BPF [26℄ ode. Hooksare provided for hanging the BPF ode generated. Funtions that an generate the17



�lter ode based on hanged parameters an be alled by appliations suh as FTP[38℄ during �PASSIVE� mode of �le transfers. The reasons for having this abilityin the PikPaket Filter is disussed at length in Chapter 4 .The Demultiplexer isprovided the faility of alling the Output File Manager diretly so that the �lteran diretly dump pakets without resorting to appliation layer protool based�ltering, if neessary. The Connetion Manager an also diretly dump pakets tothe disk. This is required when all riteria have mathed for a spei� onnetionand the onnetion is still open. More details of these omponents an be found inReferene [23℄.3.3.1 PikPaket Filter: Output File FormatsConeptually, the output �le manager an store �les in any format. However, Pik-Paket stores output �les in the pap [48℄ �le format. This �le starts with a 24byte pap �le header that ontains information related to version of pap and thenetwork from whih the �le was aptured. This is followed by zero or more hunksof data. Every hunk has a paket header followed by the paket data. The paketheader has three �elds � the length of the paket when it was read from the network,the length of the paket when it was saved and the time at whih the paket wasread from the network.3.3.2 PikPaket Filter: Text String SearhThe PikPaket Filter ontains a text string searh library. This library is exten-sively used by appliation layer �lters in PikPaket. This library uses the Boyer-Moore [39℄ string-mathing algorithm for searhing text strings. This algorithm isused for both ase sensitive and ase insensitive searh for text strings in paketdata.
18



3.4 The PikPaket Post-ProessorThe paket �lter writes �ltered pakets to an output �le that is analyzed o�ine toseparate pakets into their respetive onnetions. The output �le generated by thepaket �lter needs to be proessed to analyze the aptured data. This proessinginludes separating pakets based on the transport layer protool and the appliationlayer protool. As stated in Referene [23℄ the Post-Proessor should meet thefollowing objetives:1. Pakets present in the output �le and belonging to a onnetion-oriented pro-tool should be separated into their respetive onnetions. Pakets belongingto a onnetionless protool should be separated based on the ommuniationtuple.2. While post-proessing the olleted data, meta-information about the onne-tions should be retrieved and saved in a human understandable format. Thismeta-information inludes important �elds present in the data ontent belong-ing to an appliation layer protool. For example, e-mail addresses of SMTPonnetions, usernames of FTP onnetions et.Three omponents � the Sorter, the Connetion Breaker, and the Meta Infor-mation Gatherer are involved in the post-proessing of aptured pakets. These areshown in Figure 3.6. Pakets present in the output �le generated by the paket�lter are sorted by the Sorter module. The Connetion Breaker module does sessionreonstrution for the onnetions present in the sorted output �le and separatespakets belonging to a onnetionless protool based on the ommuniation tuple.The meta-information spei� to the appliation layer protools and present in theaptured data is retrieved by the Meta Information Gathering Module.The pakets present in the output �le may not be in the order they were trans-mitted on the network. The Sorter, for this reason, sorts the pakets present inthe output �le based on a time stamp value orresponding to the time the pak-ets were read o� the network. The Connetion Breaker module reads the sortedoutput �le and retrieves the onnetion information from the pakets belonging toa onnetion oriented protool and separates them into di�erent �les. Internally19
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Figure 3.6: Post-Proessing Design [23℄onnetion breaking is aomplished by a TCP [36℄ state mahine based proess.Pakets belonging to a onnetionless protool like UDP [35℄ are separated basedon the ommuniation tuple. Now the meta information gathering module readsthese onnetion spei� �les and retrieves the meta-information of every onne-tion. Eah appliation requires di�erent meta-information and pakets belongingto a partiular appliation are proessed by meta-information gathering modulesfor that appliation. This meta-information serves as an input to the appliationproviding the user-interfae. Further details are given in Referene [23℄.3.5 The PikPaket Data ViewerThe PikPaket Data Viewer is used for rendering the post-proessed information.This is a Visual Basi based GUI and runs on Windows. The hoie of this platformwas made for rapid prototyping and the rih API (Appliation Program Interfae)library that is provided in Windows for rendering ontent belonging to an appli-ation. Initially the Data Viewer lists all onnetions by appliation type, soure20



and destination IP addresses and other suh �elds based on the meta-informationthat has been provided by the Post-Proessor. These onnetions an be sorted andsearhed based on these �elds. The Data Viewer also allows examining the detailsof a onnetion and an show the data for that onnetion through appropriate useragents ommonly found in the Windows environment.3.6 Final RemarksPikPaket is a useful tool for gathering and rendering information �owing arossthe network. The design of PikPaket is modular, �exible, extensible, robust ande�ient. Judiious use of the system an also help proteting the privay of individ-uals and an dump only neessary data to the disk. Tools for Post-proessing andsubsequent rendering make the tool easy to use. The universality of the apture �leformats o�er the user a hoie of using �rendering and post-proessing tools� otherthan those provided by PikPaket.The rest of this thesis fouses on two spei� appliation layer �lters of Pik-Paket � the �lter based on the File Transfer Protool [38℄ and the �lter based onthe Hypertext Transfer Protool [17℄.
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Chapter 4Design and Implementation of theFTP Filter in PikPaketThis hapter disusses the design and implementation of the appliation layer �lterin PikPaket that is based on the File Transfer Protool (FTP) [38℄. First theprotool itself is brie�y desribed with speial fous on those features of the protoolthat diretly impat the design of the PikPaket Filter. Then the design andimplementation details of the appliation layer protool �lter are presented.4.1 FTP AbstrationsFigure 4.1 shows the key abstrations of an FTP ommuniation and their relation-ship to eah other.These abstrations inlude the User Interfae (UI), the ProtoolInterpretor (PI), the FTP ommands and replies, the Data Transfer Proess (DTP),the �les being transferred, the TCP based ommand onnetion and the TCP baseddata onnetion.The User Interfae o�ers a front end to the user. The Client Protool Interpretorinterprets the ommands entered by the user and initiates a TCP based ontrolonnetion to the server on the reserved FTP ontrol port � 21. The port on thelient side is hosen arbitrarily. Commands entered by the user are sent to the serverover this onnetion. The Server Protool Interpretor is responsible for interpreting22
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by the server. These methods are named normal, passive and proxy respetively.Figure 4.2 shows these methods of �le transfer. Desription of the methods is given
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Only the most relevant exchanges between client and servers are shownFigure 4.2: File Transfer Methods in FTPin the subsetions that follow. The �STOR� data retrieval ommand is disussed.The other important data retrieval ommand �RETR� is idential to �STOR� exeptthat data is transferred from the server to the lient aross the data onnetion.4.2.1 Normal Method of File TransferConeptually, the steps for the normal method of �le transfer are as follows:1. The lient issues a �PORT� ommand on the ontrol onnetion. This om-mand inludes the IP of the lient and the port that the lient designates forthe data transfer.2. The server retrieves the port and the IP and indiates that the ommand isorret.3. The lient issues a �STOR� ommand that spei�es a pathname for the �le tobe transferred. 24



4. On reeiving the �STOR� ommand the server opens a data onnetion throughthe default data port on the server side (20) to the designated IP and portstored in step 2 and informs the lient about the opening of the data onnetionon the ontrol onnetion.5. The lient sends the data to be stored through the data onnetion.6. The server stores the �le to the pathname supplied by the �STOR� ommandand loses the data onnetion.4.2.2 Passive Method of File TransferConeptually, the steps for the passive method of �le transfer are as follows:1. The lient issues a �PASV� ommand on the ontrol onnetion.2. The server reply ontains the IP of the server and a port that the serverdesignates for the data onnetion.3. The lient issues a �STOR� ommand that spei�es a pathname for the �le tobe transferred and the server replies that the ommand is all right.4. The lient opens the data onnetion to the spei�ed port on the server. Thelient an hoose whatever port happens to be free.5. The lient sends the data to be stored through the data onnetion.6. The server stores the �le to the pathname supplied by the �STOR� ommandand loses the data onnetion.4.2.3 Proxy Method of File TransferThe proxy method of �le transfer applies to three mahines, the lient (C), the �rstserver (S1) and seond server (S2). The proxy method of �le transfer requires thefollowing steps:1. C opens a ontrol onnetion with S1.25



2. C opens a ontrol onnetion with S2.3. C sends the �PASV� ommand to S1.4. S1 sends its IP and a port to lient.5. C sends a �PORT� ommand to S2 that has the IP and port supplied by S1.At this point of time S1 is listening on the port spei�ed in the previous stepand S2 is ready to onnet to the IP and port spei�ed.6. C sends a �STOR� to S1 and a �RETR� to S2.7. S2 onnets to S1 on the IP and port retrieved and sends the required �le.4.3 Transfer Methods and PikPaket Filter DesignThis setion disusses the impat of the �le transfer methods on the design of thePikPaket Filter.Assume that a lient (C1) with the IP address IP1 has to be monitored for �letransfers to and from a server (S1) with the IP address IP2. The basi �lter dis-ussed in Chapter 3 is set up to monitor ommuniations on any port from IP addressIP1 to port 21 and port 20 and IP address IP2 and demultiplex pakets orrespond-ing to these tuples to the FTP �lter. Basially the IP �PORT � IP �PORT fourtuple of [IP1; �; IP2; 21℄ and the four tuple [IP1; �; IP2; 20℄ would be monitored.Here �*� stands for any port or any IP address depending on ontext. This strategyworks orretly for the normal method of �le transfer. If the lient sends some otherport say PX in the PORT ommand, data will be transferred between the four tuple[IP1; PX; IP2; 20℄. This is overed by the tuple [IP1; �; IP2; 20℄.However, in the passive method of �le transfers, the server will reply to the�PASV� ommand by giving a port � say PY . Suppose that the lient hooses theport PZ to establish the data onnetion. The orresponding four tuple for dataommuniation would beome [IP1; PZ; IP2; PY ℄. This is not overed by any ofthe tuples that are monitored and transferred data would be dropped by the basi�lter and never reah the appliation layer FTP �lter. Changing the monitored26



tuples to a single tuple [IP1; �; IP2; �℄ does not help as the set beomes too generaland pakets belonging to some other appliation are also demultiplexed to the FTP�lter. In general it is advisable to keep the monitored set of tuples as restritive aspossible.The only option left, is to add the tuple [IP1; PX; IP2; PZ℄ to the tuples beingmonitored, as and when PX and PZ are disovered. Sine PX an be known onlywhen the lient atually onnets it is better to add the tuple [IP1, *, IP2, PZ℄ ratherthan the tuple [IP1; PX; IP2; PZ℄ and demultiplex all onnetions mathing thistuple to the FTP �lter.When the proxy method of �le transfers is onsidered the tuple for data ommuni-ation instead of being [IP1; PX; IP2; PZ℄ would be [IP3; PU; IP2; PZ℄. Sine theissuing of the PASV ommand does not guarantee that the reply would not be usedfor the proxy method of �le transfer, it is best to monitor the tuple [�; �; IP2; PZ℄and demultiplex pakets belonging to this tuple to the FTP �lter. This would handleboth the passive and the proxy methods of �le transfers.The requirement that new tuples be added to the Basi Filter of PikPaket asand when suh tuples are disovered has interesting impliations. First, provisionsshould be made in the �lter to add these tuples on the �y. Also, every time suh atuple is added the BPF �lter ode generated has to hange. Provisions have to bemade for generating the BPF ode.When BPF ode is generated it is attahed to a soket from whih the paketsare being read. If some other ode is attahed to the soket then it has to beremoved. This enfores the following sequening on the attahment, regenerationand detahment of the BPF ode. First any BPF ode that has been attahed isdetahed from the �lter. New parameters for generating the BPF ode are inserted.Then, the BPF ode is regenerated. This ode is attahed to the soket. Thus fromthe time the BPF ode is detahed to the time BPF ode is reattahed in-kernel�ltering is disabled. The demultiplexer is responsible for disarding spurious paketsolleted during this period.A onsequene of this strategy is that an overhead has to be paid for regeneratingthe BPF ode. This overhead typially boils down to about 10 to 15 milliseonds.27



During this period pakets have to be stored in the bu�er attahed to the �lter.The size of this bu�er has to be �ne-tuned [44℄. Even then, in the worst ase, ifevery � say alternate � paket happens to be a �PASV� ommand then more timewould be spent in generating the BPF ode. In suh senarios pakets would bedropped. The alternative to this is not to do any in-kernel �ltering. This wouldresult in a ontext swith for every paket and slow the overall performane of the�lter and ould again lead to dropping of pakets. Currently in-kernel �ltering hasbeen hosen. This may lead to dropping of pakets in pathologial ases.4.4 FTP Filter: GoalsThe FTP Filter in PikPaket is designed to apture FTP pakets �owing arossa network segment aording to the riteria spei�ed by the user. Provisions havebeen made for speifying the riteria � user names, �le names and text strings. Theuser an also speify the mode of operation �PEN� or �FULL�. Initially a onnetionis examined for the math of the user name. Then the �le transfer ommands areheked for the math of a �le name. Finally if both the previous riteria math,the text string spei�ed is searhed in the data onnetion.Depending on the mode of operation � �PEN� or �FULL� � the amount of infor-mation dumped to the disk is di�erent. In the �FULL� mode, pakets of the ontrolonnetion orresponding to the mathed riteria are dumped to the disk and thedata onnetion is also dumped to the disk. In the �PEN� mode of operations, onlythose pakets of the ontrol onnetion are dumped to the disk that math the userspei�ed riteria. Further, in the �PEN� mode, the password of the user is replaedby �X� and the data onnetion is not dumped to the disk. The user an also speifythe number of history data pakets to store while searhing for text strings.4.5 FTP Filter: Command SequenesPakets �owing aross the ontrol onnetion have been divided into several se-quenes for the purpose of �ltering. Commands in FTP [38℄ are telnet [37℄ style28



ommands, and replies are numbers followed by desriptive text. A sequene is de-�ned as a set of ommands and their replies. Important sequenes de�ned in theFTP �lter are:The Login Sequene onsists of the ommand and replies that establish the re-dentials of a user for the FTP server. This sequene onsists of the �USER�,�PASS�, and sometimes the �ACCT� ommands and their replies. The end ofa suessful login sequene is indiated by the 230 reply.The Type Sequene is used for de�ning the type of �le being transferred ASCIIor EBCDIC. A 200 reply marks a suessful ompletion of the type sequene.The Mode Sequene an be of the type stream, blok or ompressed. A 200 replyends a mode sequene.The Port Sequene always marks the beginning of a data transfer ommand.The sequene onsists of the �PORT� and �STOR� or �RETR� or �STOU�ommand and their replies. A data onnetion is also established during thisommand. Finally when the �le transfer is over, a 226 reply marks a suessful�le transfer.The Passive Sequene always marks the beginning of a data transfer ommand.The sequene onsists of the �PASV� and �STOR� or �RETR� or �STOU� om-mand and their replies. A data onnetion is also established during this om-mand. Finally when the �le transfer is over, a 226 reply marks a suessful �letransfer. The 227 reply to the �PASV� ommand inludes (h1,h2,h3,h4,p1,p2)where h1 to h4 are the bytes of the host IP address and p1 and p2 are thebytes of the port that the server will listen on for a onnet from a lient.The Plain Data Transfer Sequene is very rarely used. It is idential to the�PORT� sequene exept that the �PORT� ommand is not sent and defaultports are used for transferring �les.The last four sequenes listed above are data transfer sequenes. The Modeand Type sequenes de�ne the parameters of �le transfer. The parameters an behanged by the lient of an FTP server. 29



4.6 FTP Filter: Design and ImplementationThe design and implementation of the FTP Filter evolves around the ommandsequenes identi�ed in the previous setion and the �le transfer methods disussed.This setion desribes the design and implementation of the FTP Filter. The impatof the �le transfer methods on the design of the PikPaket Filter was disussed inSetion 4.3. This setion is further divided into two subsetions. The �rst subsetiondisusses the handling of ontrol onnetions and the seond subsetion disussesthe handling of data onnetions.The FTP Filter maintains a struture that aptures the state of a FTP onne-tion. It alloates this struture for eah onnetion and maintains a list of thesestrutures. In subsequent disussions this list is referred to as �FTP_GSL�. Thestruture that this list ontains is referred to as �FTP_STR�.4.6.1 Handling Control ConnetionsThe struture for a FTP onnetion, �FTP_STR�, maintains another list thatorresponds to the pakets transferred on the ontrol onnetion. The sequenesidenti�ed in Setion 4.5 our in this list. Markers to this list that point to thestart and end of sequenes are maintained. Markers to the beginning and end of thesequene that the FTP Filter is urrently proessing are also maintained. Whenevera partiular sequene ompletes suessfully, the old sequene is removed from thelist and the markers for that sequene are adjusted to point to the beginning andthe end of the urrent sequene. On the ompletion of a data transfer sequene if allthe riteria spei�ed by the user have not mathed, that data transfer sequene isremoved from the list. Contents of the pakets belonging to the ontrol onnetionare examined on a paket by paket basis and the urrent sequene under progressis established. If a paket that starts a new sequene is reeived when the urrentsequene has not ompleted, the urrent sequene is removed from the list. Relevantpakets are also heked for math of the user spei�ed riteria. The struture�FTP_STR� also ontains variables that reord the math of riteria supplied bythe user. 30



The exat ommand and replies are determined by parsing the ommand andreplies �owing aross the ontrol onnetion. Parsers for deoding ommand andreplies have been provided in the FTP Filter. A funtion extrats the ports andIP addresses from the �PORT� ommand and replies to the �PASV� ommand. Se-quene sub states are maintained for heking the orretness of ommand sequenes.Whenever, a �PASV� or the �PORT� ommand are reeived by the FTP Filterthe IP and the port information is extrated from these ommands. The IP and theport information supplied by these ommands should form the destination/soureIP and the destination/soure port for data onnetions. This information is addedto the struture �FTP_STR� so that the list of these strutures, �FTP_GSL�, anbe searhed based on these entries. Moreover, on reeiving a reply to the �PASV�ommand the basi �lter of the PikPaket Filter is hanged in a sequene of stepsas outlined in Setion 4.3. When a �PASV� ommand ompletes suessfully theparameters of the BPF �ler that inlude �ltering based on the ontents of the replyare hanged. However, the BPF �lter is not immediately reompiled. Rather, theBPF �lter is reompiled when some new parameter is added to the BPF �lter beauseof say another PASV ommand. This seems to be a reasonable optimization.4.6.2 Handling Data ConnetionsWhen a paket is passed from the Connetion Manager to the Appliation LayerFilter the data that the latter wants to be remembered by the former is also sup-plied. Setion 3.2 disusses this mehanism in detail. Initially, a paket arrivingaross the data onnetion has no appliation level data assoiated with it. Thelist of �strutures assoiated with a onnetion�, �FTP_GSL�, is searhed for astruture with a data destination port and data destination IP that mathes thesoure/destination port and IP address of the paket. If suh a struture is found inthe list this struture beomes the history data assoiated with the data onnetion.If no mathing struture is found in the list it implies that this paket is not ofinterest. Further proessing of the data paket is done on the basis of the ontentsof the struture, �FTP_STR�, thus retrieved. �FTP_STR� maintains a list ofhistory data pakets. The size of this list is provided by the user. In ase of mathes31



of text strings in the data paket the history data pakets, the ontrol onnetionpakets, and subsequent pakets on the data onnetion are dumped to the disk. Ifthe data paket does not ontain the text string it is added to the list of historydata pakets.This ompletes the disussion on the design and implementation of the FTPFilter in PikPaket Filter. It is instrutive to note that the design of the FTPFilter has a telling impat on the overall design of the PikPaet Filter. Studyingmajor protools that have to be implemented in �lters that deal with appliationlayer ontent an be a useful exerise.
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Chapter 5Design and Implementation of theHTTP Filter in PikPaetThis hapter disusses the design and implementation of the appliation layer �lterin PikPaket that is based on the Hypertext Transfer Protool (HTTP) [17℄. First,the protool is itself desribed with a fous on those features that are of interest fordesigning and implementing the �lter. The major feature of the �lter is an HTTPparser for parsing the pakets. This is disussed in greater detail while the designand implementation of the HTTP �lter are presented.5.1 HTTP Simpli�edHTTP is the Hypertext Transfer Protool that is used to deliver virtually all �lesand other data � resoures � on the World Wide Web. Usually HTTP takes plaethrough TCP/IP sokets. The HTTP lient omes equipped with a browser thatsends requests to an HTTP server and eliits a response in return. HTTP serversby default listen on to port 80, though they an use any port.5.1.1 HTTP ResouresHTTP transmits resoures, not just �les. A resoure is some hunk of informationthat an be identi�ed by a Uniform Resoure Loater (URL) [3℄. The most ommon33



kind of a resoure an be a �le, but a resoure may be a dynamially generatedquery result, the output of a CGI sript et. When some data that is interpreted bya server is attahed to the URL it is alled a Universal Resoure Identi�er (URI) [3℄.This usage is more popular with tehnial manuals.5.1.2 HTTP TransationsHTTP transations are named requests and responses. Requests are generated byan HTTP lient and responses to requests are generated by an HTTP server. Theformat of the request and response messages are similar. Both kind of messagesonsist of� An initial line (di�erent for request and response)� Zero or more header lines (vary aross requests and responses)� An empty line� An optional message bodyInitial lines and headers end with a Carriage Return followed by a Line Feed (CRLF).However, lines ending with plain line feeds are also aeptable.The initial request line has three parts � a method name, the loal path of therequested resoure, and the version of HTTP being used. Eah part is separatedby a spae. Method names and versions are HTTP/x.x in upper ase. A typialrequest line is:GET /path/to/file/index.html HTTP/1.1There are several possible methods suh as GET, PUT, POST et.The initial response line is also alled the status line. This line also has threeparts � the HTTP version, a response status ode speifying the result of the request,and a reason phrase � separated by spaes. An example status line is:HTTP/1.1 200 OK 34



Header lines provide information about the request or response, or about theobjet sent in the message body. The header lines are in the usual text headerformat, whih is � one line per header, of the form �Header-Name: value�, endingwith CRLF. It's the same format used for email and news postings, de�ned in RFC822 [8℄. Aording to this RFC, header lines have the following harateristis:� Header lines end in CRLF, LFs are also tolerated.� The header name is not ase-sensitive (though the value may be).� Any number of spaes or tabs may be between the �:� and the value.� Header lines beginning with spae or tab are atually part of the previousheader line, folded into multiple lines for easy reading.Thus, the following two headers are equivalent:Header1: value-A, value-BHEADER1: value-A,value-BHTTP 1.0 de�nes 16 headers, though none are required. HTTP 1.1 de�nes 46headers, and one (Host:) is required in requests.An HTTP message may have a body of data sent after the header lines. In aresponse, this is where the requested resoure is returned to the lient (the mostommon use of the message body), or perhaps explanatory text if there's an error.In a request, this is where user-entered data or uploaded �les are sent to the server.If an HTTP message inludes a body, there are header lines in the message thatdesribe the body. In partiular �The Content-Type: header gives the MIME-type of the data in the body, suhas text/html or image/gif.The Content-Length: header gives the number of bytes in the body.Transfer-Enoding: header gives the type of transfer enoding in HTTP/1.1 andis another method of speifying ontent lengths.35



5.1.3 HTTP 1.1 and the HTTP FilterHTTP 1.1 has reently been de�ned, to address new needs and overome shortom-ings of HTTP 1.0. Generally speaking, it is a superset of HTTP 1.0. Improvementsinlude:� Faster response, by allowing multiple transations to take plae over a singlepersistent onnetion.� Faster response and great bandwidth savings, by adding ahe support.� Faster response for dynamially-generated pages, by supporting hunked en-oding, whih allows a response to be sent before its total length is known.� E�ient use of IP addresses, by allowing multiple domains to be served froma single IP address.Additional features of HTTP 1.1 that have been addressed by the HTTP Filterare � persistent onnetions, hunked transfer enoding and the �HOST:� header.Persistent onnetion also allows pipelining of requests. Clients an send requeststo the server without waiting for a response. This diretly impats the HTTP Filteras a single paket an ontain multiple requests. Chunked Transfer Enoding has adiret bearing on the HTTP Filter and is disussed in more detail in the followingsubsetion.5.1.4 Chunked Transfer EnodingIf a response has to be sent before its total length is known the simple hunkedtransfer-enoding an be used. This breaks the omplete response into smallerhunks and sends them in series. Suh a response an be identi�ed as it ontainsthe �Transfer-Enoding: hunked� header.A hunked message body ontains a series of hunks, followed by a line with �0�(zero), followed by optional footers (just like headers), and a blank line. Eah hunkonsists of two parts: 36



� A line with the size of the hunk data, in hex, possibly followed by a semiolonand extra parameters that an be ignored, and ending with CRLF.� The data itself, followed by CRLF.So a hunked response might look like the following:HTTP/1.1 200 OKContent-Type: text/plainTransfer-Enoding: hunked1a; ignore-stuff-hereabdefghijklmnopqrstuvwxyz101234567890abdef0some-footer: some-valueanother-footer: another-value[blank line here℄The length of the text data is 42 bytes (1a + 10, in hex). Footers are treated likeheaders, as if they were at the top of the response. The hunks an ontain anybinary data, and may be muh larger than the examples here. For omparison, theequivalent to the above response, without using hunked enoding is shown below:HTTP/1.1 200 OKDate: Fri, 31 De 1999 23:59:59 GMTContent-Type: text/plainContent-Length: 42some-footer: some-valueanother-footer: another-valueabdefghijklmnopqrstuvwxyz1234567890abdefThe HTTP Filter takes into aount both of these method of data transfers.37



This onludes an intuitive desription of HTTP. It overs most of the featuresthat have a diret bearing on the HTTP Filter. The rest of the hapter disussesthe HTTP Filter.5.2 HTTP Filter: GoalsThe HTTP Filter aptures HTTP pakets �owing aross a network segment aord-ing to the riteria spei�ed by the user. Provisions have been made for speifyinghost names, paths, and text strings that will be monitored in a HTTP onnetion.The user is also allowed to speify ports other than the default port - 80 - on whihHTTP servers may be running. Though the host name and the path name togetherspeify the URL, IP addresses may also be spei�ed instead of host names. Thisuseful espeially in apturing HTTP 1.0 ommuniation whih does not aept ab-solute URLs in the path and does not have the �Host:� �eld. The user an alsospeify the �PEN� or the �FULL� mode of apturing pakets.One a host name and the path has mathed in some paket of a HTTP on-netion the message body of the HTTP request and response as well as the URIare searhed for a math of the spei�ed text string. If all the riteria spei�ed bythe user math for the onnetion request pakets are dumped to the disk in aseof �PEN� mode of apturing pakets. If the mode of apturing pakets is �FULL�both request and response pakets are dumped to the disk. The user an speify thenumber of history pakets to store in ase the riteria spei�ed do not fully math.5.3 HTTP Filter: Design and ImplementationThe HTTP Filter has a struture that is alloated for eah onnetion. This stru-ture holds the information pertaining to that onnetion. Important members ofthis struture are the response and request strutures. These strutures have sev-eral parse states that are set by HTTP parsers. There is a parser for parsing requestpakets and another parser for parsing response pakets. Figure 5.1 shows the �owhart for handling of a HTTP request paket in the HTTP Filter. The basi idea38
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Figure 5.1: Handling a HTTP Request Paketbehind the �owhart is to parse the paket in a loop till paket data is exhausted.The parser for the request onsumes the paket data and returns after setting statesfor the request struture disussed above. Data may be left in the paket after pars-ing beause of pipelining or errors. Graeful error reovery mehanisms have beenprovided in the handling of the pakets. After the parser returns further proessingis neessary if parsing has either parsed an entire request or has retrieved partialontent of the request. The parser may be able to retrieve partial ontent in aseswhere the message body of the request is split aross pakets. Under these ondi-tions, the data retrieved from the paket by the parser is heked for math of usersupplied riteria. If the riteria math the onnetion an be dumped otherwise,if the entire paket data has been exhausted, the paket an be put into a list ofhistory pakets. Requests are handled similarly exept that heking is done only for39



text strings and that too only if the state of math has already been set to indiatea host as well as a path math on a previous handling of some request. Figure 5.2shows the handling of response pakets by the HTTP Filter.
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Figure 5.2: Handling a HTTP Response Paket
5.3.1 Parsing HTTP PaketsThe parser of request and response pakets forms the heart of the HTTP �lter. Thestruture of HTTP transations has already been disussed in Setion 5.1.2. Two,major requirements have to be met while parsing HTTP pakets. First, a paket anhave more than one requests. Seond - a request or response may be split arbitrarilyaross pakets.The parse de�nes parser states based on the struture of HTTP transations.Thus for a request the parser an set the states - NONE, PARSE_REQ_LINE,PARSE_HEADER, PARSE_MESSAGE, PROCESSED, and ERROR. Similarlywhile parsing responses the parser an set the states - NONE, PARSE_RES_LINE,40



PARSE_HEADER, PARSE_MESSAGE, PROCESSED, and ERROR. Correspond-ing to these states the parser an set several sub states that de�ne the amountof parsing of a partiular line by the parser. For instane, sub states like GET-TING_METHOD, GOT_METHOD, GETTING_URI et are de�ned. The parseralso de�nes sub sub states for parsing the CRLF at the end of the lines of an HTTPrequest or response.States are initialized one to kik o� the parser. After that the parser examineseah paket and sets appropriate states. Subsequent alls to the parser use the oldstate that has been set by the parser. In ase an ERROR state is set the HTTPFilter tries to reover from this state by skipping to the �rst method or the �rstresponse in the paket depending on ontext. This strategy takes are of the seondrequirement plaed on the parser. The �rst requirement is met by alling the parserin a loop till the entire data of the paket has been onsumed by the parser. Theparser, while in the state PARSE_MESSAGE also takes are of hunked enoding.Chunk data or the ontent data as may be spei�ed by HTTP headers is suitablyunhunked and opied to a bu�er. String searhes for user spei�ed strings arearried out on this bu�er.This ompletes the disussion on the HTTP Filter in PikPaket. In this hap-ter, the design and implementation of the HTTP Filter based on the struture ofHTTP transations was presented. Goals met by the HTTP �lter were also de�ned.The rest of the thesis presents the testing strategies for the PikPaket Filter andonludes this work.
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Chapter 6Performane EvaluationThe performane evaluation of the PikPaket Filter based on experiments on-duted with the FTP and HTTP �lters is desribed in this hapter. Performaneof both the FTP �lter and the HTTP �lter of PikPaket is heked by speifyingseveral �ltering parameters for these appliations in the on�guration �le and bygenerating heavy network tra� for that appliation while the �lter is run.The experiments for determining the performane of the appliation level �ltersare similar to experiments desribed in [23℄. The appliation level �lter annot ap-ture more pakets than a sni�er whih only ounts the number of pakets withinsome experimental error. If the number of pakets aptured by the appliation level�lter after applying user spei�ed riteria is the same as the number of paketsaptured by the simple sni�er then pakets have not been dropped beause of om-putations done by these �lters. Two instanes of the PikPaket Filter were runon two di�erent mahines for testing an appliation level �lter. The �rst �lter justounted the number of pakets and the seond �lter also �ltered these pakets basedon the spei�ations in the on�guration �les given in Appendix B.Two idential mahines with Intel Pentium 1.6 GHz CPU, 256 MB RAM andrunning Linux kernel version 2.4.18-3 were used on a 100 Mbps Ethernet segment.In one of the on�guration �les no appliation level �ltering riteria were spei�edand the output �le was spei�ed as /dev/null. Thus, this instane of the paket�lter read pakets �ltered by the kernel and wrote them to the NULL devie. The42



other instane �ltered pakets based on the appliation layer protool spei� riteriapresent in its on�guration �le and wrote the pakets in an output �le loated onthe disk. For simpliity the former paket �lter is alled the base �lter and latter isreferred to as the real �lter. Filtering was stopped by setting a timer whih expiredin 4 minutes. However, the �ltering was started manually.6.1 Performane of the FTP FilterSix sripts whih downloaded a 50 MB �le from 6 di�erent servers in several FTPsessions were started on a lient. In one session only a single data transfer ommandwas issued and then the session was losed. Thus 6 FTP sessions were running inparallel. The lient and the mahines running the real and the base �lter were onthe same network segment. This resulted in a data transfer rate of 68 Mbps. Thepassive mode of �le transfer was kept o� so that no hange of the kernel-level �lterwas required. This made the omparison with the base �lter possible.Total Pakets Pakets readFilter reeived by by the paket Pakets savedthe interfae �lterreal �lter 2004268 1999950 469544base �lter 1993757 1992260 1992260Table 6.1: FTP Filtering by reading simulated tra�Table 6.1 lists the �ltering statistis of the two �lters. The FTP �lter handledthis data rate for 50 username spei�ations, 50 �le spei�ations and 50 text stringsearh spei�ations in the on�guration �le. More number of parameters were nottried. The slight di�erene in the number of pakets read by the two �lters is dueto the di�erene in time when the two �lters started �ltering the pakets. Thusthe time required by the FTP �lter to �lter data ontent does not fore the kernelto drop pakets for reasonable number of �ltering parameters at high data transferrates. 43



6.2 Performane of the HTTP FilterA lient on the same segment as the mahines running the real and the base �lterused the pakage �Downloader for X� [13℄ (D4X) to down load a 50 MB �le from 6servers. Several downloads of this �le were initiated in parallel by D4X. At a timethere were 8 onnetions on eah of these servers. This resulted in a transfer rate of63 Mbps. Total Pakets Pakets readFilter reeived by by the paket Pakets savedthe interfae �lterreal �lter 1950553 1946923 358016base �lter 1942866 1940894 1940894Table 6.2: HTTP Filtering by reading simulated tra�Table 6.2 lists the �ltering statistis of the two �lters. The HTTP �lter handledthis data rate for 50 host spei�ations, 50 path spei�ations and 50 text stringsearh spei�ations in the on�guration �le. The slight di�erene in the number ofpakets read by the two �lters is due to the di�erene in time when the two �ltersstarted �ltering the pakets. Thus the time required by the HTTP �lter to �lterdata ontent does not fore the kernel to drop pakets for reasonable number of�ltering parameters at high data transfer rates.6.3 Limitations of the FTP FilterThe FTP �lter is expeted to drop pakets when �PASV� ommands are loselyspaed as disussed in Setion 4.3. The experiments performed on the �lter triedto generate this pathologial ase. This ase an be generated by having small �lestransferred in the passive mode of �le transfer using small bu�er sizes attahedto the soket. In the experiment a �le of 980 bytes was transferred between twomahines several times in the same ontrol onnetion. File transfers were donethrough a simple sript using several put ommands. The on�guration �le for the44



�lter spei�ed heking for one user name, one �le name and one string. All theseriteria mathed every �le transferred. The maximum number of put ommandsthat ould be handled by the FTP �lter for a given bu�er size before the �lterstarted dropping pakets was reorded. The �lter was run on a mahine di�erentthan the mahines partiipating in the �le transfers.Bu�er Size Maximum Puts Maximum Puts(bytes) (10 Mbps) (100 Mbps)1024 1 11280 1 11536 2 21792 47 102048 300 112304 450 1343072 - 265Table 6.3: Maximum number of puts for a given bu�er size in passive �le transferTable 6.3 shows the maximum puts possible before the �lter started droppingpakets for mahines onneted through a 10 Mbps and a 100 Mbps hub respetivelyand transferring �les through passive �le transfers. The maximum transfer ratethat ould be ahieved were 40 Kbps and 788 Kbps respetively beause of thehigh overhead of establishing data onnetions for eah put. This experiment showsthat pakets an be lost by the FTP �lter under pathologial irumstanes. Havinglarger �le sizes would only improve performane as the distane between onseutiveputs would inrease. Every �le transferred in the normal mode of �le transfer wasaptured by the FTP �lter with a bu�er size of 2048 bytes. The PikPaket Filterhas been tuned to use a 1 MB bu�er.
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Chapter 7ConlusionsThis thesis disussed the �ltering of pakets �owing aross the network by PikPaketwith a speial fous on �ltering pakets based on the FTP and HTTP appliationlevel protools. PikPaket allows the �ltering of pakets on the basis of riteriaspei�ed by the user both at the network and the appliation level of the protoolstak.PikPaket is a useful tool for gathering and rendering information �owing arossthe network. The design of PikPaket is modular, �exible, extensible, robust ande�ient. Judiious use of the system an also help protet the privay of individ-uals and an dump only neessary data to the disk. Tools for Post-proessing andsubsequent rendering make the tool easy to use. The universality of the apture �leformats o�er the user a hoie of using �rendering and post-proessing tools� otherthan those provided by PikPaket.PikPaket is arhiteturally divided into four omponents the PikPaket Con-�guration File Generator, the PikPaket Filter, the PikPaket Post Proessor, andthe PikPaket Data Viewer. Eah of these omponents were brie�y disussed andthe basi design of the PikPaket Filter was disussed. PikPaket uses in-kernel�ltering to apture pakets at the network level. The pakets �ltered by the in-kernel�lter are passed to the appliation level �lter for further proessing.Modules for �ltering FTP and HTTP pakets have been further disussed in thisthesis. Users of PikPaket an speify names of users, �le names and text searh46



strings for �ltering pakets belonging to FTP sessions. Host names, path names andtext searh strings an be spei�ed for �ltering pakets belonging to HTTP sessions.Filtering pakets belonging to FTP sessions impats the design of the PikPaketFilter. The use of in-kernel �ltering for apturing pakets is retained as a designdeision.Several experiments were onduted to hek the performane of the FTP andHTTP �lters of PikPaket. These experiments show that these �lters an suess-fully apture and �lter pakets on the basis of several riteria at high network loads.The limitations of the FTP �lter under pathologial ases of passive �le transferswere also explored.7.1 Further WorkPikPaket urrently supports SMTP, FTP, and HTTP appliation level protools.There is always sope for extending PikPaket to support other appliation levelprotools. However, the protools urrently implemented do not support mime typesfor searhing text strings. Useful work an be done to inorporate several of thesemime types in various appliation level �lters. Enrypting dumped pakets anddigital signatures an be added for making PikPaket more useful to law enfore-ment agenies. This an make pakets aptured admissible as evidene. The majorlimitation of PikPaket is that it urrently does not support dynami address al-loation based networks. This would be required of PikPaket to make it usefulin senarios involving Internet Servie Providers. PikPaket should be extended toinlude protools like RADIUS and DHCP to ahieve this.
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Appendix AA Sample Con�guration File
#This is a sample onfiguration file#Setions start and end with tags similar to HTML.#Tags within setions an start and end subsetions or an be tag-value pairs.#All the tags that are reognized appear in this file.#Empty lines are ignored.#Lines beginning with a # are omments# First Setion speifies the sizes and names of the dump files<Output_File_Manager_Settings><Default_Output_File_manager_Settings>#number of speified filesNum_Of_Files=1#the full file name relative/absolute will doFile_Path=dump1.dump#the file size in MBFile_Size=12</Default_Output_File_manager_Settings></Output_File_Manager_Settings> 52



# The Seond Setion speifies the soure and destination IP ranges# the soure and destination ports, the protool and the appliation# that should handle these IPs and ports# The basi riteria here are for the Devie and# SrIP1:SrIP2:DestIP1:DestIP2:SrP1:SrP2:DestP1:DestP2:ProtoA:App# Should be read as For the range of sore IP from SrIP1 to SrIP2# For assoiated ports from SrP1 to SrP2# and For the range of desitnation IP from DestIP1 to DestIP2# For assoiated ports from DestP1 to DestP2# and FOR Protool ProtoA# monitor onnetions aording to Appliation App# Protools an be UDP or TCP# Appliations for TCP are# SMTP, FTP, HTTP, TELNET, TEXT, FULL_DUMP, PEN_DUMP# Appliations for UDP are# FULL_DUMP, PEN_DUMP# No further spes are required for DUMP kind of appliations.<Basi_Criteria>DEVICE=eth0Num_Of_Criteria=8Criteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:25-25:TCP:SMTPCriteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:20-20:TCP:FTPCriteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:21-21:TCP:FTPCriteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:23-23:TCP:TELNETCriteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:80-80:TCP:HTTPCriteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:143-143:TCP:TEXTCriteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:1024-6535:TCP:FULL_DUMPCriteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:1024-65535:UDP:FULL_DUMP</Basi_Criteria>
53



# The third setion speifies the number of onnetions to open simultaneously# for some appliations. Has tunable number of onnetions that should be monitored# by some appliations of interest SIMULTANEOUSLY<NUM_CONNECTIONS>NUM_CONNECTIONS=3Num_SMTP_Connetions=500Num_FTP_Connetions=500Num_HTTP_Connetions=500</NUM_CONNECTIONS># The next setions desribe in no partiular order the appliation speifi# input riteria.#**************SMTP Speifiations******<SMTP_Configuration><SMTP_Criteria>NUM_of_Criteria=1<Searh_Email_ID>Num_of_email_id=2Case-Sensitive=yesE-mail_ID=skjains�iitk.a.inE-mail_ID=brajesh�hotmail.om</Searh_Email_ID><Searh_Text_Strings>Num_of_Strings=0</Searh_Text_Strings></SMTP_Criteria>Num_of_Stored_Pakets=750Mode_Of_Operation=full</SMTP_Configuration>#**********END SMTP Speifiations******54



#**********FTP Speifiations******<FTP_Configuration><FTP_Criteria>NUM_of_Criteria=1<Usernames>Num_Of_Usernames=2Case-Sensitive=noUsername=ankanandUsername=nmangal</Usernames><Filenames>Num_Of_Filenames=1Case-Sensitive=noFilename=test.txt</Filenames><Searh_Text_Strings>Num_Of_Strings=1Case-Sensitive=yesString=book seret</Searh_Text_Strings></FTP_Criteria>Num_of_Stored_Pakets=750Monitor_FTP_Data=yesMode_of_Operation=full</FTP_Configuration>#**********END FTP Speifiations******
55



#*************HTTP Speifiations******<HTTP_Configuration><HTTP_Criteria>NUM_of_Criteria=1<Host> Num_Of_Hosts=1Case-Sensitive=noHOST=http://www.rediff.om</Host><Path> Num_Of_Paths=1Case-Sensitive=yesPATH=/riket</Path><Searh_Text_Strings>Num_of_Strings=1Case-Sensitive=noString=neutral venu</Searh_Text_Strings></HTTP_Criteria><Port_List>Num_of_Ports=1HTTP_Server_Port=80</Port_List>Num_of_Stored_Pakets=750Mode_Of_Operation=full</HTTP_Configuration>#*********END HTTP Speifiations******56



#*********TELNET Speifiations******<TELNET_Configuration><Usernames>Num_of_Usernames=1Case-Sensitive=yesUsername=ankanand</Usernames>Mode_Of_Operation=full</TELNET_Configuration>#*****END TELNET Speifiations******#*********TEXT SEARCH Speifiations******#These have to be added manually<TEXT_Configuration><Searh_Text_Strings>Num_of_Strings=1Case-Sensitive=noString=timesofindia</Searh_Text_Strings>Mode_Of_Operation=pen</TEXT_Configuration>#*****END TEXT SEARCH Speifiations******#**********End Appliation Speifi Speifiations****
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Appendix BCon�guration Files und sripts usedfor Filter Testing
B.1 Files for testing FTP �lterB.1.1 Base Filter Con�guration File<Output_File_Manager_Settings><Default_Output_File_manager_Settings>Num_Of_Files=1File_Path=/dev/nullFile_Size=4000</Default_Output_File_manager_Settings></Output_File_Manager_Settings><BASIC_CRITERIA>DEVICE=eth0Num_Of_Criteria=2Criteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:20-20:TCP:DUMP_FULLCriteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:21-21:TCP:DUMP_FULL</BASIC_CRITERIA><NUM_CONNECTIONS>NUM_CONNECTIONS=1 58



NUM_FTP_CONNECTIONS=1000</NUM_CONNECTIONS>B.1.2 Real Filter Con�guration File<Output_File_Manager_Settings><Default_Output_File_manager_Settings>Num_Of_Files=1File_Path=/usr/dumpdata/demodump.dumpFile_Size=4000</Default_Output_File_manager_Settings></Output_File_Manager_Settings><BASIC_CRITERIA>DEVICE=eth0Num_Of_Criteria=2Criteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:20-20:TCP:FTPCriteria=0.0.0.0-0.0.0.0:0.0.0.0-0.0.0.0:1024-65535:21-21:TCP:FTP</BASIC_CRITERIA><NUM_CONNECTIONS>NUM_CONNECTIONS=1NUM_FTP_CONNECTIONS=1000</NUM_CONNECTIONS><FTP_Configuration><FTP_Criteria>NUM_of_Criteria=1<Usernames>Num_Of_Usernames=50Case-Sensitive=noUsernames=somenameUsernames=...... REPEATED 50 timesUsernames=......Usernames=brajesh 59



</Usernames><Filenames>Num_Of_Filenames=50Case-Sensitive=noFilenames=abraadabraFilenames=........... REPEATED 50 timesFilenames=...........Filenames=xyz</Filenames><Searh_Text_Strings>Num_of_Strings=50Case-Sensitive=noString=arbitString=..... REPEATED 50 timesString=.....String=Test String</Searh_Text_Strings></FTP_Criteria>Num_of_Stored_Pakets=100Mode_Of_Operation=full</FTP_Configuration>B.1.3 Sample FTP sript on lientftp -n serverA << !user brajesh password mumblepassiveget xyzbye!#These 6 lines were repeated 170 times#In eah sript the user name was different60



B.2 Files for testing HTTP �lterB.2.1 Base Filter Con�guration File<Output_File_Manager_Settings><Default_Output_File_manager_Settings>Num_Of_Files=1File_Path=/dev/nullFile_Size=4000</Default_Output_File_manager_Settings></Output_File_Manager_Settings><BASIC_CRITERIA>DEVICE=eth0Num_Of_Criteria=2Criteria=172.31.19.1-172.31.19.7:0.0.0.0-0.0.0.0:1024-65535:80-80:TCP:DUMP_FULL</BASIC_CRITERIA><NUM_CONNECTIONS>NUM_CONNECTIONS=1NUM_HTTP_CONNECTIONS=1000</NUM_CONNECTIONS>B.2.2 Real Filter Con�guration File<Output_File_Manager_Settings><Default_Output_File_manager_Settings>Num_Of_Files=1File_Path=/usr/dumpdata/demodump.dumpFile_Size=4000</Default_Output_File_manager_Settings></Output_File_Manager_Settings><BASIC_CRITERIA>DEVICE=eth0Num_Of_Criteria=1 61



Criteria=172.31.19.1-172.31.19.7:0.0.0.0-0.0.0.0:1024-65535:80-80:TCP:HTTP</BASIC_CRITERIA><NUM_CONNECTIONS>NUM_CONNECTIONS=1NUM_HTTP_CONNECTIONS=1000</NUM_CONNECTIONS><HTTP_Configuration><HTTP_Criteria>NUM_of_Criteria=1<Host>Num_Of_Hosts=50Case-Sensitive=noHOST=googleHOST=...... REPEATED 50 timesHOST=......HOST=172.31</Host><Path>Num_Of_Paths=50Case-Sensitive=noPATH=abraadabraPATH=........... REPEATED 50 timesPATH=...........PATH=test</Path><Searh_Text_Strings>Num_of_Strings=50Case-Sensitive=noString=arbitString=..... REPEATED 50 timesString=..... 62



String=Test String</Searh_Text_Strings></HTTP_Criteria><Port_List>Num_of_Ports=1HTTP_Server_Port=80</Port_List>Num_of_Stored_Pakets=100Mode_Of_Operation=full</HTTP_Configuration>
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