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• Preferably email: vinaypn@iitk, Subject: CS6980….



About the Course
• Visual Recognition 

• A graduate elective 

• Objectives: Obtain different perspectives on 
understanding visual recognition 

• Problems 

• Approaches 

• Advances



Lectures

• Monday, and Thursday  

• Mon 10:30 -11:50, Thu 10:30-11:50, 

• Venue: KD 101



Grading
• Weightage (Tentative): 

• Mid-Sem - 25% 

• End-Sem 25% 

• Assignments 20% (Programming, Paper Review) 

• Project 30% (atleast 2 stages)



Course Outline
• Introduction 

• Exact instance retrieval 

• Classification 

• Detection 

• Segmentation 

• Weak Supervision 

• Active Learning 

• Domain Adaptation 

• Unsupervised Representation learning 

• Vision and Language
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Course Material
• Lecture slides that will be posted online 

• Course will be based mainly on research papers 

• Reference books: 

• Deep Learning by Ian Goodfellow, Yoshua Bengio and Aaron Courville Available 
online 

• Computer Vision: Algorithms and Applications by Richard Szeliski Available online 

• Computer Vision: Models, Learning, and Inference by Simon J.D. Prince Available 
online 

• Computer Vision: A Modern Approach by Forsyth and Ponce Indian edition 
available
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What is Visual 
Recognition?



Visual Recognition

Semantic Representation

Instance Recognition 
Scalable recognition with a Vocabulary tree 

Nister, Strewenius, CVPR 2006



Visual Recognition

Semantic Representation

Instance 

Object Classification 
ImageNet 

Image credit: Karpathy



Visual Recognition

Semantic Representation

Instance 

Object 

Object Detection 
Object Detection with Discriminatively Trained Part Based Models 

P. Felzenszwalb, R. Girshick, D. McAllester, D. Ramanan 
PAMI 2010



Visual Recognition

Semantic Representation

Instance 
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Object Detection 



Why understand 
Visual Recognition?



Motivation

• Intellectual curiosity 

• Algorithms for general visual perception (also 
enable general machine learning methods) 

• Applications



Intellectual Challenge



Intellectual Challenge

Figure credit: Hakan Bilen



Intellectual Challenge

• Making machines see 

• Extracting semantic information from signals
Table 1

3 120 23 33

6 34 45 56

1 59 67 90

90 99 23 84

200 121 89 55

Figure credit: Hakan Bilen



Algorithms

• Segmentation (Graph partitioning, Non-parametric 
density estimation) 

• Denoising (Sparsity) 

• Template Matching 

• Deep Neural networks



Applications

Self driving cars



CS 676 Introduction to Computer Vision and Image Processing

Assistive Vision



Applications

Surveillance



Applications

Human-Computer Interfaces



Challenges
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CS 698O: Visual Recognition

An image
• A rectangular grid of picture elements (pixels). 

Each pixel can be a scalar or a vector(3 or 4 
element)
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CS 676 Introduction to Computer Vision and Image Processing

Interpreting an image

Not a very tough task to interpret this image



CS 676 Introduction to Computer Vision and Image Processing

Interpreting an image

However, same checkerboard could be oriented differently, 
and say extracting the checkerboard pattern would not be 

trivial with geometric variation



CS 676 Introduction to Computer Vision and Image Processing

Interpreting an image

Checkerboard on cookies!



CS 676 Introduction to Computer Vision and Image Processing

Interpreting an image

Checkerboard 
pattern variants



CS 676 Introduction to Computer Vision and Image Processing

Image interpretation

The Adventure of the dancing men 
- Sherlock Holmes by Arthur Conan Doyle



Recent Successes

ImageNet Classification with Deep Convolutional 
Neural Networks 

Alex Krizhevsky, Ilya Sutskever, Geoffrey E. Hinton 
NIPS 2012



Recent Successes

You Only Look Once: Unified, Real-Time Object Detection 
Joseph Redmon, Santosh Divvala, Ross Girshick, and Ali Farhadi 

CVPR 2016



Recent Successes
Fully Convolutional Networks for Semantic Segmentation

Jonathan Long⇤ Evan Shelhamer⇤ Trevor Darrell
UC Berkeley

{jonlong,shelhamer,trevor}@cs.berkeley.edu

Abstract

Convolutional networks are powerful visual models that
yield hierarchies of features. We show that convolu-
tional networks by themselves, trained end-to-end, pixels-
to-pixels, exceed the state-of-the-art in semantic segmen-
tation. Our key insight is to build “fully convolutional”
networks that take input of arbitrary size and produce
correspondingly-sized output with efficient inference and
learning. We define and detail the space of fully convolu-
tional networks, explain their application to spatially dense
prediction tasks, and draw connections to prior models. We
adapt contemporary classification networks (AlexNet [22],
the VGG net [34], and GoogLeNet [35]) into fully convolu-
tional networks and transfer their learned representations
by fine-tuning [5] to the segmentation task. We then define a
skip architecture that combines semantic information from
a deep, coarse layer with appearance information from a
shallow, fine layer to produce accurate and detailed seg-
mentations. Our fully convolutional network achieves state-
of-the-art segmentation of PASCAL VOC (20% relative im-
provement to 62.2% mean IU on 2012), NYUDv2, and SIFT
Flow, while inference takes less than one fifth of a second
for a typical image.

1. Introduction

Convolutional networks are driving advances in recog-
nition. Convnets are not only improving for whole-image
classification [22, 34, 35], but also making progress on lo-
cal tasks with structured output. These include advances
in bounding box object detection [32, 12, 19], part and key-
point prediction [42, 26], and local correspondence [26, 10].

The natural next step in the progression from coarse to
fine inference is to make a prediction at every pixel. Prior
approaches have used convnets for semantic segmentation
[30, 3, 9, 31, 17, 15, 11], in which each pixel is labeled with
the class of its enclosing object or region, but with short-
comings that this work addresses.

⇤Authors contributed equally
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Figure 1. Fully convolutional networks can efficiently learn to
make dense predictions for per-pixel tasks like semantic segmen-
tation.

We show that a fully convolutional network (FCN)
trained end-to-end, pixels-to-pixels on semantic segmen-
tation exceeds the state-of-the-art without further machin-
ery. To our knowledge, this is the first work to train FCNs
end-to-end (1) for pixelwise prediction and (2) from super-
vised pre-training. Fully convolutional versions of existing
networks predict dense outputs from arbitrary-sized inputs.
Both learning and inference are performed whole-image-at-
a-time by dense feedforward computation and backpropa-
gation. In-network upsampling layers enable pixelwise pre-
diction and learning in nets with subsampled pooling.

This method is efficient, both asymptotically and abso-
lutely, and precludes the need for the complications in other
works. Patchwise training is common [30, 3, 9, 31, 11], but
lacks the efficiency of fully convolutional training. Our ap-
proach does not make use of pre- and post-processing com-
plications, including superpixels [9, 17], proposals [17, 15],
or post-hoc refinement by random fields or local classifiers
[9, 17]. Our model transfers recent success in classifica-
tion [22, 34, 35] to dense prediction by reinterpreting clas-
sification nets as fully convolutional and fine-tuning from
their learned representations. In contrast, previous works
have applied small convnets without supervised pre-training
[9, 31, 30].

Semantic segmentation faces an inherent tension be-
tween semantics and location: global information resolves
what while local information resolves where. Deep feature
hierarchies encode location and semantics in a nonlinear

1

Fully Convolutional Networks for Semantic Segmentation 

Jon Long*, Evan Shelhamer*, Trevor Darrell  
CVPR 2015



Conclusion

• Study of visual recognition is one of the classical 
and interesting problems that is fascinating  

• Solving this enables many applications 

• This could enable us to move towards real 
developments in AI



Instance Recognition
CS 698O: Visual Recognition



• Introduction 

• Exact instance retrieval

• Classification 

• Detection 

• Segmentation 

• Weak Supervision 

• Active Learning 

• Domain Adaptation 

• Unsupervised Representation learning 

• Vision and Language

Course Outline

Traditional  
learning 
based

Tentative set  
of  

advanced topics



Problem

• Given a bounding box in an image, extract similar 
regions in the image for a database of images 

• Analogy: Given a term or set of terms, look up and 
retrieve pages that are most relevant for the term 

• Assumption: The bounding box can be found 
without much variation in the database



Example

Video Google: A Text Retrieval Approach to Object Matching in Videos 
Josef Sivic and Andrew Zisserman 

ICCV 2003

link to demo: http://www.robots.ox.ac.uk/~vgg/research/vgoogle/index.html

http://www.robots.ox.ac.uk/~vgg/research/vgoogle/index.html


Example

Video Google: A Text Retrieval Approach to Object Matching in Videos 
Josef Sivic and Andrew Zisserman 

ICCV 2003



Approach
• Text retrieval systems 

• Documents are parsed into words 

• Words are stemmed 

• Stored in an inverted file index 

• Documents are matched using TF-IDF score



Example

• The advances in image recognition extend far beyond cool 
social apps. Medical startups claim they’ll soon be able to 
use computers to read X-rays, MRIs, and CT scans more 
rapidly and accurately than radiologists, to diagnose 
cancer earlier and less invasively, and to accelerate the 
search for life-saving pharmaceuticals. Better image 
recognition is crucial to unleashing improvements in 
robotics, autonomous drones, and, of course, self-driving 
cars—a development so momentous that we made it a cover 
story in June

An excerpt from Fortune magazine on Deep learning http://fortune.com/ai-artificial-intelligence-deep-machine-learning/
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Example

      advance    image recognition                                    
Medical startup                                                                       
rapid       accurate        radiologists      diagnose cancer   

      pharmaceutical 

 improve      robotics  autonomy drone                    self-
driving car

An excerpt from Fortune magazine on Deep learning http://fortune.com/ai-artificial-intelligence-deep-machine-learning/



Words - Visual Words?
document) in which the word occurs.
A text is retrieved by computing its vector of word

frequencies and returning the documents with the closest
(measured by angles) vectors. In addition the match on the
ordering and separation of the words may be used to rank
the returned documents.

Paper outline: Here we explore visual analogies of each
of these steps. Section 2 describes the visual descriptors
used. Section 3 then describes their vector quantization
into visual ‘words’, and section 4 weighting and indexing
for the vector model. These ideas are then evaluated on a
ground truth set of frames in section 5. Finally, a stop list
and ranking (by a match on spatial layout) are introduced in
section 6, and used to evaluate object retrieval throughout
two feature films: ‘Run Lola Run’ (‘Lola Rennt’) [Tykwer,
1999], and ‘Groundhog Day’ [Ramis, 1993].
Although previous work has borrowed ideas from the

text retrieval literature for image retrieval from databases
(e.g. [15] used the weighting and inverted file schemes) to
the best of our knowledge this is the first systematic appli-
cation of these ideas to object retrieval in videos.

2. Viewpoint invariant description
Two types of viewpoint covariant regions are computed for
each frame. The first is constructed by elliptical shape adap-
tation about an interest point. The method involves itera-
tively determining the ellipse centre, scale and shape. The
scale is determined by the local extremum (across scale) of
a Laplacian, and the shape by maximizing intensity gradient
isotropy over the elliptical region [2, 4]. The implementa-
tion details are given in [8, 13]. This region type is referred
to as Shape Adapted (SA).
The second type of region is constructed by selecting ar-

eas from an intensity watershed image segmentation. The
regions are those for which the area is approximately sta-
tionary as the intensity threshold is varied. The implemen-
tation details are given in [7]. This region type is referred to
as Maximally Stable (MS).
Two types of regions are employed because they detect

different image areas and thus provide complementary rep-
resentations of a frame. The SA regions tend to be centered
on corner like features, and the MS regions correspond to
blobs of high contrast with respect to their surroundings
such as a dark window on a gray wall. Both types of re-
gions are represented by ellipses. These are computed at
twice the originally detected region size in order for the im-
age appearance to be more discriminating. For a 720 576
pixel video frame the number of regions computed is typi-
cally 1600. An example is shown in Figure 1.
Each elliptical affine invariant region is represented by

a 128-dimensional vector using the SIFT descriptor devel-

Figure 1: Top row: Two frames showing the same scene from
very different camera viewpoints (from the film ‘Run Lola Run’).
Middle row: frames with detected affine invariant regions super-
imposed. ‘Maximally Stable’ (MS) regions are in yellow. ‘Shape
Adapted’ (SA) regions are in cyan. Bottom row: Final matched
regions after indexing and spatial consensus. Note that the corre-
spondences define the scene overlap between the two frames.

oped by Lowe [5]. In [9] this descriptor was shown to be su-
perior to others used in the literature, such as the response of
a set of steerable filters [8] or orthogonal filters [13], and we
have also found SIFT to be superior (by comparing scene
retrieval results against ground truth as in section 5.1). The
reason for this superior performance is that SIFT, unlike the
other descriptors, is designed to be invariant to a shift of a
few pixels in the region position, and this localization er-
ror is one that often occurs. Combining the SIFT descriptor
with affine covariant regions gives region description vec-
tors which are invariant to affine transformations of the im-
age. Note, both region detection and the description is com-
puted on monochrome versions of the frames, colour infor-
mation is not currently used in this work.

To reduce noise and reject unstable regions, information
is aggregated over a sequence of frames. The regions de-
tected in each frame of the video are tracked using a simple
constant velocity dynamical model and correlation. Any re-
gion which does not survive for more than three frames is
rejected. Each region of the track can be regarded as an

2

Proceedings of the Ninth IEEE International Conference on Computer Vision (ICCV 2003) 2-Volume Set 
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