Online leam'mg and pvedic‘cion: Just play along.’

A pre-Antaragni talk on online leaming.’

S I G M L Department of CSE

Special Interest Group in Machine Learning ]]TKanpwr



Learning Problems

. Por@folio selection: @ <

if (rum > 0)
printf (%4 iz a positive
if (hum % 2 == 0)

printf("id iz an even
< > el=ze
printf("3d iz an odd

* Branch predicﬁon:

el=ze
printf("%d iz a negative

* Click predicﬁon:




Supewised Learning

Learner Teacher
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Passive Supewised Leaming

if (> 0) (
prin
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: ’

printf("sd is a negative
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Online Supewised Learning

Learner < ' Teacher

Corpus =<pl,rl1> * <p2,r2> * ... <pT,rT>
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Online Supewised Learning

Learner \'* Teacher
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Active Supewised Learning

if (rom > 0] §
printf("sd iz a positive

if (mum % 2 == 0]
printf("sd is an even
else
printf("%d i3 an odd
}
else

printf("%d is = negative

|

if (mm > 0] { < ]
printf("sd iz a positive

if (num s 2 == 0]
printfi"sd is an even
else
princf("4d iz an odd
}
else

printf("%d is a negative

|

if (mm > 0) { |
printf ("sd is a positive

if (num s 2 == 0]
printfi"sd is an even
else
princf("4d iz an odd
}
else

printf("%d is a negative
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The Online Learning Model

How we assess Online Learning Algovi’chms



The Online Learning Model

* An attempt to model an interactive and adaptive environment
* We have a set of actions A

* Environment has a set of loss functions L = {£: A - R, }

* Ineachround t

* We play some actiona; € A
* Environment responds with a loss function £, € L
* We are forced to incur a loss € (a;)

* Environment can adapt to our actions (or even be adversarial)

* Our goal: minimize cumulative loss Y.1_, £, (a;)
* Can cumulative loss be brought down to zero : mostly no !
* More reasonable measure of performance: single best action in hindsight
* Regret: Ry = }{_; €¢(ay) —mingeq Yi—y €¢(a)
* Why is this a suitable notion of performance ?



Making it big in the stock market

* Learning investment profiles

Set of actions is the d-dimensional simplex A = {p € R4, p =0, |Ipll; = 1}
Reward received at tth stepis (p%, rt) where rt is the return given by market

Total reward (assume w.l.0.g. initial corpusis D = 1)
T T

H(pr,n ) = exp Z log{pe, 7t )
t=1 t=1

Returns affected by investment, other market factors (adaptive, adversarial)

Can think of (p,r) = — log(p, r) as a negative reward or a loss
(o) = —log(pe, 1)
Regret (equivalently) giver% by

Ry = Zf’(Pt:Tt ) — mmz t(p,1t)
t=1

Goal: make as much profit as the single best mvestment profile in hindsight
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Stimp le Online Algomthms

What makes online leammg click ?



Online Linear Class Ujica‘cion

* Perceptron Algorithm
Start with wy = 0

Classify o; as sign(wg_lxot)

If correct classificationi.e. y; = sign(thxot), thenletw; = w;_4

=l N

Else wy = we_1 + yixo,

* Loss function £/;(w, 0) = I{y,w'x, < 0} i.e. 1iff w misclassifies o

* If there exists a perfect linear separator w™ such that ytw"‘T

4 Xo, = V)
Rr =201 (W, 00) — Xto/1 (W, 00) < 2z

* If there exists an imperfect separator w* such that th*Txot >y — &,

1 1
Ry = 230/1(“&:01:) - 2{70/1(W*:0t) = y_2 + ;Z‘ft
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The Perceptron Algorith In action




Online Regression

* The Perceptron Algorithm was (almost) a gradient descent algorithm
* Consider the loss function
ehinge(wr x) = max{1l — yw " x, 0}

« £ is a convex surrogate to the mistake function to;1(w,x) = I{ywTx < 0}
1£)hing,re(“""' x) = 49/1(w,x)

\ e===Hinge Loss
: ====\istake Loss
\\

* When perceptron makes a mistake i.e. fo/l(w, x) = 1, we have
Vw’ehinge (w,x) = —yx
* Thus the perceptron update step w; = w;_1 + Y X,, is a gradient step !
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Online Regression via Online Gradient Descent

* Suppose we are taking actions a; € A and receiving losses £ € L
* Assume that all loss function €:: A — R, are convex and Lipchitz
* Examples £.(a) = (a"x; — y,)? £ (@) = —log(a'x;), €¢(a) = [1 — ya'x.],

* Online Gradient Descent (for linear predictions problems)

1. Startwithay =0

2. Receive object x; and predict value atT_lxt for object x;

3. Receive loss function ; and update a; = a;_; — %Vaft(at_l)

* Some more work needed to ensure that a; € A as well

* We can ensure that

T T
Ry = Zet(at) - g‘é%lz{t(a) < o(NT)
t=1 t=1
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