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Algebraic independence is a fundamental notion in commutative algebra that generalizes
independence of linear polynomials. Polynomials { f1, . . . , fm} ⊂ K [x1, . . . , xn] (over a field
K ) are called algebraically independent if there is no non-zero polynomial F such that
F ( f1, . . . , fm) = 0. The transcendence degree, trdeg{ f1, . . . , fm}, is the maximal number
r of algebraically independent polynomials in the set. In this paper we design blackbox
and efficient linear maps ϕ that reduce the number of variables from n to r but maintain
trdeg{ϕ( f i)}i = r, assuming sparse f i and small r. We apply these fundamental maps to
solve two cases of blackbox identity testing (assuming a large or zero characteristic):

1. Given a polynomial-degree circuit C and sparse polynomials f1, . . . , fm of transcen-
dence degree r, we can test blackbox D := C( f1, . . . , fm) for zeroness in poly(size(D))r

time.
2. Define a ����δ(k, s,n) circuit to be of the form

∑k
i=1

∏s
j=1 f i, j , where f i, j are

sparse n-variate polynomials of degree at most δ. For this class of depth-4 circuits
we define a notion of rank. Assuming there is a rank bound R for minimal simple
����δ(k, s,n) identities, we give a poly(δsnR)Rkδ2

time blackbox identity test for
����δ(k, s,n) circuits. This partially generalizes the state of the art of depth-3 to
depth-4 circuits.

The notion of transcendence degree works best with large or zero characteristic, but we
also give versions of our results for arbitrary fields.

© 2012 Elsevier Inc. All rights reserved.

1. Introduction

Polynomial identity testing (PIT) is the problem of checking whether a given n-variate arithmetic circuit computes the
zero polynomial in K [x1, . . . , xn] (over a field K ). It is a central question in complexity theory as circuits model computation
and PIT leads us to a better understanding of circuits. There are several classical randomized algorithms known [1–6] that
solve PIT. In a nutshell, the basic Schwartz–Zippel–DeMillo–Lipton test works as follows: Given a circuit C(x1, . . . , xn), check
C(a) = 0 for a random a ∈ S , where S ⊂ K n is a sufficiently large finite subset. Finding a deterministic polynomial time test,
however, has been more difficult and is currently open. Derandomization of PIT is well motivated by a host of algorithmic
applications, e.g. bipartite matching [7] and matrix completion [8,9], and connections to sought-after super-polynomial lower
bounds [10,11]. Especially, blackbox PIT (i.e. the circuit C is given as a blackbox and we are only allowed to make oracle
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queries) has direct connections to lower bounds [12,13]. By a blackbox PIT test for a family of circuits F we mean efficiently
designing a hitting set H ⊂ K n such that: Given a non-zero C ∈ F , there exists an a ∈ H that hits C , i.e. C(a) �= 0.

The attempts to solve blackbox PIT have focused on restricted circuit families. A natural restriction is constant depth.
Agrawal and Vinay [14] showed that a blackbox PIT algorithm for depth-4 circuits would (almost) solve PIT for low-degree
circuits (and prove exponential circuit lower bounds). The currently known blackbox PIT algorithms work only for further
restricted depth-3 and depth-4 circuits. The case of bounded top fanin depth-3 circuits has received great attention and has
blackbox PIT algorithms [15–21]. The analogous case for depth-4 circuits is open. However, with the additional restriction
of multilinearity on all the multiplication gates, there is a blackbox PIT algorithm [22]. The latter is somewhat subsumed by
the PIT algorithms for constant-read multilinear formulas [23]. To save space we would not go into the rich history of PIT
and instead refer to the surveys [24,25].

A recurring theme in the blackbox PIT research on depth-3 circuits has been that of rank. If we consider a ���(k,d,n)

circuit C = ∑k
i=1

∏d
j=1 �i, j , where �i, j are linear forms in K [x1, . . . , xn], then rk(C) is defined to be the linear rank of the set

of forms {�i, j}i, j each viewed as a vector in K n . This raises the natural question: Is there a generalized notion of rank for
depth-4 circuits as well, and more importantly, one that is useful in blackbox PIT? We answer this question affirmatively in
this paper. Our notion of rank is via transcendence degree, which is a basic notion in commutative algebra. To show that this
notion applies to PIT requires relatively advanced algebra and new tools that we build.

Consider polynomials f1, . . . , fm ∈ K [x1, . . . , xn]. They are called algebraically dependent (over K ) if there is a non-zero
polynomial F ∈ K [y1, . . . , ym] such that F ( f1, . . . , fm) = 0. In this case, F is called an annihilating polynomial of f1, . . . , fm .
If such an annihilating polynomial does not exist, then f1, . . . , fm are called algebraically independent (over K ). The transcen-
dence degree, trdegK { f1, . . . , fm}, is the maximal number r of algebraically independent polynomials in the set { f1, . . . , fm}.
Though intuitive, it is non-trivial to prove that r is at most n.

The notion of transcendence degree has appeared in complexity theory in several contexts. Kalorkoti [26] used it to prove
an Ω(n3) formula size lower bound for the n × n determinant. In the works [27,28] studying the entropy of polynomial
mappings ( f1, . . . , fm) : K n → K m , transcendence degree is a natural measure of entropy when the field has large or zero
characteristic. Finally, the complexity of the annihilating polynomial is studied in [29]. However, our work is the first to
study transcendence degree in the context of PIT.

1.1. Our main results

Our first result shows that a general arithmetic circuit is sensitive to the transcendence degree of its input.

Theorem 1. Let C be an m-variate circuit. Let f1, . . . , fm be �-sparse, degree-δ, n-variate polynomials of transcendence degree r.
Suppose we have oracle access to the n-variate degree-d circuit C ′ := C( f1, . . . , fm). There is a blackbox poly(size(C ′) ·d�δ)r time test
to check C ′ = 0 (assuming that K has characteristic zero or larger than δr ).

We also give an algorithm that works for all fields, but has a worse time complexity. Note that the above theorem seems
non-trivial even for a constant m, say C ′ = C( f1, f2, f3), as the output of C ′ may not be sparse and the f i are of arbitrary
degree and arity. In such a case r is constant, too, and the theorem gives a polynomial time test. Another example, where r
is constant but both m and n are variable, is f i := (xi

1 + x2
2 + · · · + x2

n)xi
n for i ∈ [m]. (Hint: r � 3.)

Our next main result concern depth-4 circuits. We use the notation ����δ(k, s,n) to denote circuits (over a field K )
of the form,

C :=
k∑

i=1

s∏
j=1

f i, j (1)

where f i, j are sparse n-variate polynomials of maximal degree δ. Note that when δ = 1 this notation agrees with that of a
��� circuit. Currently, the PIT methods are not even strong enough to study ����δ(k, s,n) circuits with both top fanin k
and bottom fanin δ bounded. It is in this spectrum that we make some progress.

We define a notion of rank for depth-4 circuits and show its usefulness. For a circuit C , as in (1), we define its rank
by rk(C) := trdegK { f i, j | i ∈ [k], j ∈ [s]}. Define Ti := ∏s

j=1 f i, j , for all i ∈ [k], to be the multiplication terms of C . We call C
simple if {Ti | i ∈ [k]} are coprime polynomials. We call C minimal if there is no non-empty I � [k] such that

∑
i∈I T i = 0.

Define Rδ(k, s) to be the smallest r � 1 such that: Any ����δ(k, s,n) circuit C that is simple, minimal and zero satisfies
rk(C) < r. If δ = 1, these notions agree with the corresponding concepts for ��� circuits.

Theorem 2. Let r := Rδ(k, s) and let the characteristic of K be zero or larger than δr . There is a blackbox poly(δrsn)δ
2kr time identity

test for ����δ(k, s,n) circuits.

Again, we also give an algorithm that works for all fields, but has a worse time complexity. We give a lower bound of
Ω(δk log s) on Rδ(k, s) and conjecture an upper bound (better than the trivial ks). In this sense, we generalize the state of
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the art from depth-3 to depth-4 case. This theorem includes the known PIT vs. rank connection for depth-3 circuits. Fur-
thermore, it is done in a seamless way by considering the notion of algebraic independence instead of linear independence.
Our new techniques hold the promise of dealing with more complicated cases where δ is higher.

For the top fanin 2 case we obtain the following result that does not require a rank bound.

Corollary 3. Let C be a ����δ(2, s,n) circuit over an arbitrary field. There is a blackbox poly(δsn)δ
2

time test to check C = 0.

1.2. Organization and our approach

A priori it is not clear whether the problem of deciding algebraic independence of given polynomials { f1, . . . , fm} ⊂
K [x1, . . . , xn] over a field K is even computable. Perron [30] proved that, for m = n + 1, the annihilating polynomial has
degree only exponential in n. We generalize this to any m in Section 2.1. This implies that deciding algebraic independence
is a computable problem over any field (alternatively, Gröbner bases can be used). When the characteristic of K is zero or
large enough, there is a more efficient criterion due to Jacobi [31] (Section 2.2). For using transcendence degree in PIT we
also have to relate it to the Krull dimension of algebras (Section 2.3).

The central concept that we develop is that of a faithful homomorphism. An algebra homomorphism ϕ : K [x1, . . . , xn] →
K [z1, . . . , zr] is faithful to polynomials f1, . . . , fm of transcendence degree r � n if the images ϕ( f1), . . . ,ϕ( fm) are of
transcendence degree r, too. Additionally, to be useful, ϕ should be constructible in an efficient and blackbox way. We give
such a construction in Section 3.2, establishing the following theorem.

Theorem 4. For all n, δ, r � 1 there exist an N � 1 and effective homomorphisms ϕ1, . . . , ϕN : K [x1, . . . , xn] → K [z1, . . . , zr] with
the following property: For all polynomials f1, . . . , fm of degree at most δ and transcendence degree at most r there is an i ∈ [N] such
that ϕi is faithful to f1, . . . , fm.

Theorem 4 is proven as Lemma 22 (with an effective bound for N). If f1, . . . , fm are sparse and the characteristic of K is
zero or large enough, a better bound for N can be given (see Lemma 23). The proofs use Perron’s theorem and the Jacobian
criterion, but require new techniques as well. The reason why faithful homomorphisms are useful in PIT is because they
preserves the non-zeroness of a circuit C( f1, . . . , fm) (Theorem 14). We prove this by an application of Krull’s principal ideal
theorem.

Once the fundamental machinery is set up, we give two applications of faithful homomorphisms in Sections 4 and 5. In
both applications, faithful homomorphisms are used to reduce the number of variables. Then the non-vanishing version of
the Combinatorial Nullstellensatz (which is a consequence of the basic Schwartz–Zippel–DeMillo–Lipton Lemma) is used to
design a hitting set. The proof of Theorem 1 is provided in Section 4.2, and the proofs of Theorem 2 and Corollary 3 are
given in Section 5.4. In the time complexity estimates we prefer to give a ‘clean’ expression which in some cases might
even be suboptimal.

2. Preliminaries – Perron, Jacobi and Krull

Let n � 1 and let K be a field of characteristic char(K ). Throughout this paper, K [x] = K [x1, . . . , xn] is a polynomial ring
in n variables over K . The sparsity sp( f ) of a polynomial f ∈ K [x] is the number of non-zero monomial terms. The algebraic
closure of the field will be written as K . We denote the multiplicative group of units of a ring R by R∗ . For 0 � r � n, we
use the notation [r,n] := {r, . . . ,n} and [n] := [1,n]. By

([n]
r

)
we denote the set of r-subsets of [n]. The symmetric group on

[n] will be written as Sn . The set of prime numbers will be denoted by P.

2.1. Perron’s theorem – arbitrary K

Let f1, . . . , fm ∈ K [x] be polynomials. It is interesting to note that transcendence degree is invariant to algebraic field ex-
tensions, i.e. trdegK { f1, . . . , fm} is the same as trdegK { f1, . . . , fm} (Lemma A.2). The name transcendence degree stems from
field theory. The transcendence degree of a field extension L/K , denoted by trdeg(L/K ), is the cardinality of any transcen-
dence basis for L/K (for more information on transcendental extensions, see [32, Chap. 19]). For L = K ( f1, . . . , fm), we have
trdegK { f1, . . . , fm} = trdeg(L/K ) (cf. [32, Theorem 19.14]). Since trdeg(K (x)/K ) = n, we obtain 0 � trdegK { f1, . . . , fm} � n.

Algebraic independence over K strongly resembles K -linear independence. In fact, algebraic independence makes a finite
subset { f1, . . . , fm} ⊂ K [x] into a matroid (a generalization of vector space, cf. [33, Sect. 6.7]).

An effective criterion for algebraic independence can be obtained by a degree bound for annihilating polynomials. The
following theorem provides such a bound for the case of n + 1 polynomials in n variables.

Theorem 5 (Perron’s theorem on algebraic independence). (See [34, Theorem 1.1].) Let f1, . . . , fn+1 ∈ K [x] be non-constant polyno-
mials and let δi = deg( f i) for i ∈ [n +1]. Then there exists a non-zero polynomial F ∈ K [y1, . . . , yn+1] such that F ( f1, . . . , fn+1) = 0
and

deg(F ) � δ1 · · · δn+1 �
(
max{δ1, . . . , δn+1}

)n
.

min{δ1, . . . , δn+1}
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In the following corollary we give a degree bound in the general situation, where more variables than polynomials are
allowed. Moreover, the bound is in terms of the transcendence degree of the polynomials instead of the number of variables.
We hereby improve [29, Theorem 11] and generalize it to arbitrary characteristic. The proof uses a result from Section 3
and is given in Appendix A.

Corollary 6 (Degree bound for annihilating polynomials). Let f1, . . . , fm ∈ K [x] be algebraically dependent polynomials of maximal
degree δ � 1. Then there exists a non-zero polynomial F ∈ K [y1, . . . , ym] such that F ( f1, . . . , fm) = 0 and

deg(F ) � δr,

where r = trdegK { f1, . . . , fm}.

Remark 7. The bound in Corollary 6 is tight. To see this, let n � 2, let δ � 1 and define the polynomials f1 := x1, f2 := x2 −xδ
1,

. . . , fn := xn − xδ
n−1, fn+1 := xδ

n in K [x]. Then trdeg{ f1, . . . , fn+1} = n and every annihilating polynomial of f1, . . . , fn+1 has
degree at least δn .

2.2. The Jacobian criterion – large or zero char(K )

In large or zero characteristic, the well-known Jacobian criterion yields a more efficient criterion for algebraic indepen-
dence.

For i ∈ [n], we denote the i-th formal partial derivative of a polynomial f ∈ K [x] by ∂xi f . Now let f1, . . . , fm ∈ K [x]. Then

Jx( f1, . . . , fm) := (∂x j f i)i, j =
⎛
⎜⎝

∂x1 f1 · · · ∂xn f1

...
...

∂x1 fm · · · ∂xn fm

⎞
⎟⎠ ∈ K [x]m×n

is called the Jacobian matrix of f1, . . . , fm . Its matrix-rank over the function field is of great interest.

Theorem 8 (Jacobian criterion). Let f1, . . . , fm ∈ K [x] be polynomials of degree at most δ � 1. Assume that char(K ) = 0 or char(K ) >

δr , where r = trdegK { f1, . . . , fm}. Then

trdegK { f1, . . . , fm} = rkL Jx( f1, . . . , fm),

where L = K (x).

In particular, if f1, . . . , fm are linear forms (i.e. homogeneous degree-1 polynomials), then their K -linear rank agrees
with their transcendence degree.

A proof of the Jacobian criterion in characteristic 0 appears, for example, in [35] and the case of large prime characteristic
was dealt with in [27]. By virtue of Theorem 5 our proof could tolerate a slightly smaller characteristic. For the reader’s
convenience, a full proof is given in Appendix B. We isolate the following special case of Theorem 8, because it holds in
arbitrary characteristic.

Lemma 9. Let f1, . . . , fm ∈ K [x]. Then

trdegK { f1, . . . , fm} � rkL Jx( f1, . . . , fm),

where L = K (x).

We conclude this section by stating the chain rule for partial derivatives. Let f1, . . . , fm ∈ K [x] and let F1, . . . , Fs ∈ K [y] =
K [y1, . . . , ym]. Then we have

Jx
(

F1( f1, . . . , fm), . . . , Fs( f1, . . . , fm)
) = (

J y(F1, . . . , Fs)
)
( f1, . . . , fm) · Jx( f1, . . . , fm).

2.3. Krull dimension of affine algebras

In this section, we want to highlight the connection between transcendence degree and the Krull dimension of affine
algebras. This will enable us to use Krull’s principal ideal theorem which is stated below.

In this paper, a K -algebra A is always a commutative ring containing K as a subring. The most important example of a
K -algebra is K [x]. Let A, B be K -algebras. A map A → B is called a K -algebra homomorphism if it is a ring homomorphism
that fixes K element-wise.

We want to extend the definition of algebraic independence to algebras (whose elements may not be the usual polyno-
mials anymore). Let a1, . . . ,am ∈ A and consider the K -algebra homomorphism
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ρ : K [y] → A, F �→ F (a1, . . . ,am),

where K [y] = K [y1, . . . , ym]. If ker(ρ) = {0}, then {a1, . . . ,am} is called algebraically independent over K . If ker(ρ) �= {0},
then {a1, . . . ,am} is called algebraically dependent over K . For a subset S ⊆ A, we define the transcendence degree of S
over K by the supremum

trdegK (S) := sup
{|T | ∣∣ T ⊆ S is finite and algebraically independent

}
.

The image of K [y] under ρ is the subalgebra of A generated by a1, . . . ,am and is denoted by K [a1, . . . ,am]. An algebra of
this form is called an affine K -algebra, and it is called an affine K -domain if it is an integral domain.

The Krull dimension of A, denoted by dim(A), is defined as the supremum over all r � 0 for which there is a chain
p0 � p1 � · · · � pr of prime ideals pi ⊂ A. It measures how far A is from a field.

Theorem 10 (Dimension and transcendence degree). (See [36, Proposition 5.10].) Let A = K [a1, . . . ,am] be an affine K -algebra. Then
dim(A) = trdegK (A) = trdegK {a1, . . . ,am}.

The following corollary is a simple consequence of Theorem 10. It shows that homomorphisms cannot increase the
dimension of affine algebras.

Corollary 11. Let A, B be K -algebras and let ϕ : A → B be a K -algebra homomorphism. If A is an affine algebra, then so is ϕ(A) and
we have dim(ϕ(A)) � dim(A). If, in addition, ϕ is injective, then dim(ϕ(A)) = dim(A).

Proof. Since A is an affine algebra, there exist a1, . . . ,am ∈ A such that A = K [a1, . . . ,am]. Then ϕ(A) = K [ϕ(a1), . . . ,ϕ(am)]
is finitely generated as a K -algebra as well.

Now assume for the sake of contradiction that d := dim(ϕ(A)) > dim(A). By Theorem 10, there exist a1, . . . ,ad ∈ A
such that ϕ(a1), . . . ,ϕ(ad) are algebraically independent. Since d > dim(A), the elements a1, . . . ,ad are algebraically de-
pendent. Hence, there exists a non-zero polynomial F ∈ K [y1, . . . , yd] such that F (a1, . . . ,ad) = 0. It follows that 0 =
ϕ(F (a1, . . . ,ad)) = F (ϕ(a1), . . . ,ϕ(ad)) and this implies that ϕ(a1), . . . ,ϕ(ad) are algebraically dependent, a contradiction.
Therefore, dim(ϕ(A)) � dim(A).

Now let ϕ be injective, let d := dim(A) and let a1, . . . ,ad ∈ A be algebraically independent. Assume for the sake of
contradiction that ϕ(a1), . . . ,ϕ(ad) are algebraically dependent. Then there exists a non-zero polynomial F ∈ K [y1, . . . , yd]
such that F (ϕ(a1), . . . ,ϕ(ad)) = 0. From 0 = F (ϕ(a1), . . . ,ϕ(ad)) = ϕ(F (a1, . . . ,ad)) we see that F (a1, . . . ,ad) = 0, because ϕ
is injective. But this means that a1, . . . ,ad are algebraically dependent, a contradiction. Thus dim(ϕ(A)) � dim(A). �

In the next section we will need the following version of Krull’s principal ideal theorem.

Theorem 12 (Krull’s Hauptidealsatz). (See [37, Corollary 13.11].) Let A be an affine K -domain and let a ∈ A \ (A∗ ∪ {0}). Then
dim(A/〈a〉) = dim(A) − 1.

3. Faithful homomorphisms – or how to reduce the number of variables

Let f1, . . . , fm ∈ K [x] be polynomials and let r := trdeg{ f1, . . . , fm}. Intuitively, r variables should suffice to define
f1, . . . , fm without changing their algebraic relations. So let K [z] = K [z1, . . . , zr] be a polynomial ring with 1 � r � n.
We want to find a homomorphism K [x] → K [z] that preserves the transcendence degree of f1, . . . , fm . First we give this
property a name.

Definition 13. Let ϕ : K [x] → K [z] be a K -algebra homomorphism. We say ϕ is faithful to { f1, . . . , fm} if trdeg{ϕ( f1), . . . ,

ϕ( fm)} = trdeg{ f1, . . . , fm}.

The following theorem shows that a faithful homomorphism ϕ is useful for us, because it preserves the non-zeroness of
a circuit C( f1, . . . , fm).

Theorem 14 (Faithful is useful). Let A = K [ f1, . . . , fm] ⊆ K [x]. Then ϕ is faithful to { f1, . . . , fm} if and only if ϕ|A : A → K [z] is
injective.

Proof. We denote ϕA = ϕ|A and r = trdeg{ f1, . . . , fm}. If ϕA is injective, then r = dim(A) = dim(ϕA(A)) = trdeg{ϕ( f1), . . . ,

ϕ( fm)} by Theorem 10 and Corollary 11. Thus ϕ is faithful to { f1, . . . , fm}.
Conversely, let ϕ be faithful to { f1, . . . , fm}. Then dim(ϕA(A)) = r. Now assume for the sake of contradiction that ϕA is

not injective. Then there exists an f ∈ A \ {0} such that ϕA( f ) = 0. We have f /∈ K , because ϕ fixes K element-wise, and
hence f /∈ A∗ ∪ {0}. Since A is an affine domain, Theorem 12 implies dim(A/〈 f 〉) = r − 1. Since f ∈ ker(ϕA), the K -algebra
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homomorphism ϕ A : A/〈 f 〉 → K [z], a +〈 f 〉 �→ ϕA(a) is well-defined and ϕA factors as ϕA = ϕ A ◦η, where η : A → A/〈 f 〉 is
the canonical surjection. But then Corollary 11 implies

r = dim
(
ϕA(A)

) = dim
(
ϕ A

(
η(A)

))
� dim

(
η(A)

) = dim
(

A/〈 f 〉) = r − 1,

a contradiction. It follows that ϕA is injective. �
Corollary 15. Let C be an m-variate circuit over K . Let ϕ be faithful to { f1, . . . , fm} ⊂ K [x]. Then, C( f1, . . . , fm) = 0 if and only if
C(ϕ( f1), . . . ,ϕ( fm)) = 0.

Proof. Note that C( f1, . . . , fm) resp. C(ϕ( f1), . . . ,ϕ( fm)) are elements in the algebras K [ f1, . . . , fm] resp. K [ϕ( f1), . . . ,

ϕ( fm)]. Since, by the theorem, ϕ is an isomorphism between these two algebras, the corollary is evident. �
3.1. Existence

The following lemma shows that even linear (i.e. the images of the variables are of degree at most 1) faithful homo-
morphisms exist for all subsets of polynomials, provided that K is large enough. It is a generalization of [29, Claim 11.1] to
arbitrary characteristic.

Lemma 16 (Existence). Let K be an infinite field and let f1, . . . , fm ∈ K [x] be polynomials of transcendence degree r. Then there exists
a linear K -algebra homomorphism ϕ : K [x] → K [z] which is faithful to { f1, . . . , fm}.

Proof. After renumbering f1, . . . , fm and x1, . . . , xn , we may assume that f1, . . . , fr , xr+1, . . . , xn are algebraically inde-
pendent. Consequently, for i ∈ [r], there exists a non-zero polynomial Gi ∈ K [y0, y1, . . . , yn] such that degy0

(Gi) > 0
and Gi(xi, f1, . . . , fr, xr+1, . . . , xn) = 0. Denote by gi ∈ K [y1, . . . , yn] the (non-zero) leading coefficient of Gi viewed as
a polynomial in y0 with coefficients in K [y1, . . . , yn]. The algebraic independence of f1, . . . , fr , xr+1, . . . , xn implies
gi( f1, . . . , fr, xr+1, . . . , xn) �= 0. Since K is infinite, there exist cr+1, . . . , cn ∈ K such that

(
gi( f1, . . . , fr, xr+1, . . . , xn)

)
(x1, . . . , xr, cr+1, . . . , cn) �= 0

for all i ∈ [r]. Now define the K -algebra homomorphism

ϕ : K [x] → K [z], xi �→
{

zi, if i ∈ [r],
ci, if i ∈ [r + 1,n].

Then we have Gi(zi,ϕ( f1), . . . ,ϕ( fr), cr+1, . . . , cn) = 0 and, by the choice of cr+1, . . . , cn ,

Gi
(

y0,ϕ( f1), . . . ,ϕ( fr), cr+1, . . . , cn
) �= 0

for all i ∈ [r]. This shows that zi is algebraically dependent on ϕ( f1), . . . ,ϕ( fr) for all i ∈ [r]. It follows that trdeg{ϕ( f1), . . . ,

ϕ( fm)} = r = trdeg{ f1, . . . , fm}, hence ϕ is faithful to { f1, . . . , fm}. �
3.2. An explicit faithful homomorphism – stochastic matrix inspired

We will now give an explicit construction of a faithful homomorphism by mimicking the proof of Lemma 16. Let 1 �
r � n, let K [z0, z] = K [z0, z1, . . . , zr] and let t = {t1, t2, t3} be new indeterminates (tag variables).

Remark 17. As in Lemma 16, the field K will sometimes be required to be large enough. In those cases we will move to the
algebraic closure K . For algorithmic purposes, a large enough algebraic field extension can be constructed [38].

We construct a homomorphism in three steps. The final map (in Lemmas 22 and 23) will be a composition Ψ ◦ Ξ ◦ Λ of
three maps, some of which also depend on a few parameters. In the next two subsections we describe these maps and their
properties. There are four maps – Ψ (it zeroes out some variables), Ξ (it relabels the variables depending on its parameter),
Λ (it shifts each of the variables) and Γ (it is a homogenized version of Λ). They form the backbone of all our subsequent
proofs. In particular, they are used with different parameters to design faithful maps in Lemma 22 (arbitrary characteristic)
and Lemma 23 (characteristic zero or large). The latter, expectedly, is more efficient than the former.

We start with the map that is applied last. Define the K -algebra homomorphism

Ψ : K [x, t] → K [z, t], xi �→
{

zi, if i ∈ [r],
0, if i ∈ [r + 1,n].

Here we agree that, whenever we do not specify the image of a variable, this variable is mapped to itself (here ti �→ ti for
i ∈ [3]). It turns out that, after shifting the variables (homomorphism Λ in Section 3.2.2) and mixing them (homomorphism
Ξ in Section 3.2.1), this projection is faithful to any set of transcendence degree at most r.
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3.2.1. Mixing the variables – map Ξ

Now we will define a homomorphism that imitates the renumbering of variables that took place in the first step of the
proof of Lemma 16. To this end, we will construct a matrix of univariate polynomials that interpolates the permutation
matrices given by the renumberings.

Let c : ([n]
r

) → K be an injection that assigns a constant cI := c(I) to each r-subset I ⊆ [n]. It simply numbers r-subsets

by field elements. Now let I = {i1 < · · · < ir} ∈ ([n]
r

)
and let [n] \ I = {ir+1 < · · · < in}. Define the permutation πI : [n] → [n],

i j �→ j for j ∈ [n]. This assignment yields an injection
([n]

r

) → Sn , I �→ πI with the property πI (I) = [r].
For i, j ∈ [n], let ai, j ∈ K [t1] be the unique polynomial of degree

(n
r

) − 1 satisfying

ai, j(cI ) = δπI (i), j for all I ∈
([n]

r

)
.

That means, (ai, j(cI )) is the permutation matrix given by πI . In particular, we have det(ai, j(cI )) = sgn(πI ) ∈ {−1,1}, hence
det(ai, j) �= 0. The matrix (ai, j) can be easily constructed by interpolation.

Remark 18. Another curious feature of the matrix (ai, j) is the property
∑n

j=1 ai, j = 1 for all i ∈ [n], and
∑n

i=1 ai, j = 1 for all

j ∈ [n]. This follows from the fact that those polynomials are of degree at most
(n

r

)−1 and evaluate to 1 for all
(n

r

)
points cI .

We say that (ai, j) is a generalized doubly stochastic matrix.

Now we define the K -algebra homomorphism

Ξ : K [x, t] → K [x, t], xi �→
n∑

j=1

ai, jx j

for i ∈ [n]. For i ∈ [n], we have deg(Ξ(xi)) = (n
r

)
, degx(Ξ(xi)) = 1 and degt1

(Ξ(xi)) = (n
r

) − 1. Finally, for c ∈ K , define the
substitution homomorphism

Ξc : K [x] → K [x], f �→ (
Ξ( f )

)
(x, c).

By definition, ΞcI is an automorphism sending the variables {xi | i ∈ I} to {xi | i ∈ [r]} and sending the variables {xi | i ∈ [n]\ I}
to {xi | i ∈ [r + 1,n]} (preserving the order of indices).

The map Ξc is an automorphism of K [x] for almost all c ∈ K . The following lemma bounds the number of bad choices
for the parameter c (in the tag variable t1).

Lemma 19. There exists a subset Bt1 ⊂ K with |Bt1 | < n
(n

r

)
such that Ξc : K [x] → K [x] is an automorphism for all c ∈ K \ Bt1 .

Proof. Let f := det(ai, j) ∈ K [t1]. Since f (c[r]) = det(ai, j(c[r])) = det(δi, j) = 1, we have f �= 0. Let Bt1 ⊂ K be the set of zeros
of f . Then |Bt1 | � deg( f ) < n

(n
r

)
. Thus, for c ∈ K \ Bt1 , we have f (c) �= 0, hence Ξc is an automorphism. �

3.2.2. Shifting the variables – maps Λ and Γ

Finally, we define a homomorphism Λ that efficiently transforms a non-zero sparse polynomial f ∈ K [x] in such a way
that it does not vanish at the point 0 = 0n = (0, . . . ,0) ∈ K n . For this we use standard techniques from sparse PIT [39].

Let D � 2 and define the K -algebra automorphism

ΛD : K [x, t] → K [x, t], xi �→ xi + t Di−1

2

for i ∈ [n]. Now let p � 1. For an integer a ∈ Z, we denote by �a�p the integer b ∈ Z satisfying 0 � b < p and a = b (mod p).
We define the K -algebra automorphism

ΛD,p : K [x, t] → K [x, t], xi �→ xi + t
�Di−1�p

2

for i ∈ [n]. Note that, for f ∈ K [x], ΛD,p( f ) is a representative of the residue class ΛD( f ) (mod 〈t p
2 − 1〉K [x,t2]). Finally, for

c ∈ K , define the K -algebra automorphism

ΛD,p,c : K [x] → K [x], f �→ (
ΛD,p( f )

)
(x, c).

For almost all D � 2, p ∈ P and c ∈ K , this homomorphism shifts the variables of a non-zero polynomial f ∈ K [x] in such a
way that it does not vanish at 0. The following lemma bounds the number of bad choices for the parameters p and c.
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Lemma 20. Let f ∈ K [x] be a non-zero polynomial of sparsity at most � � 1 and degree at most δ � 1. Let D � δ + 1.
Then there exists a subset B ⊂ P of prime numbers with |B| < n� log2 D satisfying the following property: For all p ∈ P \ B there

exists a subset Bt2 ⊂ K with |Bt2 | < δp such that

(
ΛD,p,c( f )

)
(0) �= 0

for all c ∈ K \ Bt2 .

Proof. Let g := (ΛD( f ))(0) ∈ K [t2]. We have g = f (t2, t D
2 , . . . , t Dn−1

2 ) �= 0, because the map

[0, δ]n →N, (d1, . . . ,dn) �→ d1 D0 + d2 D1 + · · · + dn Dn−1

is injective and so all the monomials of f remain separated in g . This method is often referred to as a Kronecker substitution
(in f ). We have sp(g) = sp( f ) � � and deg(g) � δDn−1 < Dn . Let B ⊂ P be the set of all primes p satisfying g = 0 (mod
〈t p

2 − 1〉K [t2]). Then |B| < n� log2 D by [39, Lemma 13].
Now let p ∈ P \ B and let gp := (ΛD,p( f ))(0) ∈ K [t2]. We have gp = g �= 0 (mod 〈t p

2 − 1〉K [t2]), thus gp �= 0. Let Bt2 ⊂ K
be the set of all c ∈ K such that gp(c) = 0. Then |Bt2 | � deg(gp) < δp. For c ∈ K \ Bt2 we have (ΛD,p,c( f ))(0) = gp(c) �= 0,
as desired. �

Now we will define a homogeneous version of Λ. It will be needed in Section 5.2. For D � 2 and p � 1, define the
K -algebra automorphisms

ΓD : K [z0, x, t3] → K [z0, x, t3], xi �→ xi + t Di−1

3 z0,

ΓD,p : K [z0, x, t3] → K [z0, x, t3], xi �→ xi + t
�Di−1�p

3 z0,

for i ∈ [n]. For c ∈ K , define the K -algebra automorphism

ΓD,p,c : K [z0, x] → K [z0, x], f �→ (
ΓD,p( f )

)
(z0, x, c).

Lemma 21. Let f ∈ K [x] be a non-zero polynomial of sparsity at most � � 1 and degree at most δ � 1. Let D � δ + 1.
Then there exists a subset B ⊂ P of prime numbers with |B| < n� log2 D satisfying the following property: For all p ∈ P \ B there

exists a subset Bt3 ⊂ K with |Bt3 | < δp such that

degz0

((
ΓD,p,c( f )

)
(z0,0)

) = degz0

(
ΓD,p,c( f )

) = deg
(
ΓD,p,c( f )

) = deg( f )

for all c ∈ K \ Bt3 .

Proof. Observe that the coefficient of the term zdeg( f )
0 in ΓD( f ) is g(t3, t D

3 , . . . , t Dn−1

3 ), where g ∈ K [x] \ {0} is the homoge-
neous degree-deg( f ) part of f . Now the assertion follows from Lemma 20. �
3.2.3. Proof of faithfulness

Now we are well equipped for showing the faithfulness of the composition Ψ ◦ Ξ ◦ Λ. Given polynomials f1, . . . , fm ∈
K [x], the homomorphism Ψ ◦ Ξc1 ◦ ΛD,p,c2 is faithful to { f1, . . . , fm} for almost all D � 2, p ∈ P and c1, c2 ∈ K . In arbitrary
characteristic, the following lemma bounds the number of bad choices for the parameters p and c1, c2. This also proves
Theorem 4.

Lemma 22. Let f1, . . . , fm ∈ K [x] be polynomials of degree at most δ � 1 and transcendence degree at most r. Let D � δr+1 + 1.

Then there exists a set B ⊂ P of prime numbers with |B| < rn
(n+δr+1

δr+1

)
log2 D satisfying the following property: For all p ∈ P \ B

there exist subsets Bt1 , Bt2 ⊂ K with |Bt1 | < rδr+1
(n

r

)r+1
and |Bt2 | < rδr+1 p such that

Ψ ◦ Ξc1 ◦ ΛD,p,c2 is faithful to { f1, . . . , fm}
for all c1 ∈ K \ Bt1 and c2 ∈ K \ Bt2 .

Proof. We may assume that f1, . . . , fr are algebraically independent (if the transcendence degree is smaller than r, we
can add algebraically independent variables). Let I = {i1 < · · · < ir} ∈ ([n]

r

)
be an index set with complement [n] \ I = {ir+1 <

· · · < in} such that f1, . . . , fr , xir+1 , . . . , xin are algebraically independent. Then, for j ∈ [r], there exists a non-zero polynomial
G j ∈ K [y0, y] = K [y0, y1, . . . , yn] such that degy0

(G j) > 0, deg(G j) � δr (by Theorem 5) and

G j(xi , f1, . . . , fr, xi , . . . , xin ) = 0. (2)
j r+1
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Denote by g j ∈ K [y] the (non-zero) leading coefficient of G j viewed as a polynomial in y0 with coefficients in K [y]. Since
f1, . . . , fr , xir+1 , . . . , xin are algebraically independent, the polynomial

g′
j := g j( f1, . . . , fr, xir+1 , . . . , xin ) ∈ K [x]

is non-zero. We have deg(g′
j) � δr+1 and hence we can bound the sparsity of g′

j in a trivial way by sp(g′
j) �

(n+δr+1

δr+1

)
.

Applying Lemma 20 to g′
j provides a set B j ⊂ P of prime numbers with |B j | < n

(n+δr+1

δr+1

)
log2 D . Set B := B1 ∪ · · · ∪ Br

and let p ∈ P \ B . For j ∈ [r], let Bt2, j ⊂ K be the subset with |Bt2, j| < δr+1 p provided by Lemma 20 applied to g′
j . Set

Bt2 := Bt2,1 ∪ · · · ∪ Bt2,r and let c2 ∈ K \ Bt2 . Then (ΛD,p,c2 (g′
j))(0) �= 0 for all j ∈ [r].

We want to show that Ψ ◦ Ξ ◦ ΛD,p,c2 is faithful to { f1, . . . , fr}. Denote f = ( f1, . . . , fr) and let j ∈ [r]. Applying Ψ ◦
ΞcI ◦ ΛD,p,c2 to (2) yields

0 = Ψ
(
G j

(
x j + c

�Di j−1�p

2 , (ΞcI ◦ ΛD,p,c2)( f ), xr+1 + c
�Dir+1−1�p

2 , . . . , xn + c
�Din−1�p

2

))

= G j
(
z j + c

�Di j−1�p

2 , (Ψ ◦ ΞcI ◦ ΛD,p,c2)( f ), c
�Dir+1−1�p

2 , . . . , c
�Din−1�p

2

)
. (3)

On the other hand, we have

G j
(

y0, (Ψ ◦ ΞcI ◦ ΛD,p,c2)( f ), c
�Dir+1−1�p

2 , . . . , c
�Din−1�p

2

) �= 0, (4)

because (Ψ ◦ΞcI ◦ΛD,p,c2)(g′
j) �= 0. The latter follows from (ΛD,p,c2 (g′

j))(0) �= 0, because ((Ψ ◦ΞcI )(xi))(0) = 0 for all i ∈ [n].
Eqs. (3) and (4) show that z j is algebraically dependent on (Ψ ◦ ΞcI ◦ ΛD,p,c2)( f1), . . . , (Ψ ◦ ΞcI ◦ ΛD,p,c2)( fr) for all j ∈ [r].
Hence Ψ ◦ ΞcI ◦ ΛD,p,c2 is faithful to { f1, . . . , fr} and this implies that Ψ ◦ Ξ ◦ ΛD,p,c2 is faithful to { f1, . . . , fr} (otherwise
the substitution t1 �→ cI would increment the transcendence degree, which is impossible by Corollary 11).

It remains to show that Ψ ◦Ξc ◦ΛD,p,c2 is faithful to { f1, . . . , fr} for almost all c ∈ K . Denote f ′
i := (Ψ ◦Ξ ◦ΛD,p,c2)( f i) ∈

K [z, t1] for i ∈ [r]. We first show that f ′
1, . . . , f ′

r , t1 are algebraically independent. To this end, assume that t1 is algebraically
dependent on f ′

1, . . . , f ′
r . Then there exists a non-zero polynomial H ∈ K [y0, y] = K [y0, y1, . . . , yr] such that degy0

(H) > 0
and H(t1, f ′

1, . . . , f ′
r ) = 0. Since y0 − cI is transcendental, we may assume that y0 − cI does not divide H . Therefore, the

polynomial H ′ := H(cI , y) ∈ K [y] is non-zero. Above we showed that f ′
1(z, cI ), . . . , f ′

r (z, cI ) are algebraically independent.
We arrived at the contradiction

H ′( f ′
1(z, cI ), . . . , f ′

r (z, cI )
) = (

H
(
t1, f ′

1, . . . , f ′
r

))
(z, cI ) = 0,

hence f ′
1, . . . , f ′

r , t1 are algebraically independent. Now we can proceed as above. For i ∈ [r], there exist non-zero poly-
nomials Hi ∈ K [y0, y] = K [y0, y1, . . . , yr+1] such that degy0

(Hi) > 0, deg(Hi) � δr
(n

r

)r (by Theorem 5) and Hi(zi, f ′
1, . . . ,

f ′
r , t1) = 0. Denote by hi ∈ K [y] the (non-zero) leading coefficient of Hi as a polynomial in z0 with coefficients in K [y]. Since

f ′
1, . . . , f ′

r , t1 are algebraically independent, the polynomial h′
i := hi( f ′

1, . . . , f ′
r , t1) ∈ K [z, t1] is non-zero. Let Bt1,i ⊂ K be the

subset of all c ∈ K such that h′
i(z, c) = 0. Then |Bt1,i | � degt1

(h′
i) < δr+1

(n
r

)r+1. Set Bt1 := Bt1,1 ∪· · ·∪ Bt1,r and let c1 ∈ K \ Bt1 .
It follows that zi is algebraically dependent on f ′

1(z, c1), . . . , f ′
r (z, c1) for all i ∈ [r]. This means that Ψ ◦Ξc1 ◦ΛD,p,c2 is faith-

ful to { f1, . . . , fr}. �
In characteristic zero and large prime characteristic, a more efficient version of Lemma 22 can be given. The reason is

that we can work with the Jacobian criterion instead of the degree bound for annihilating polynomials.

Lemma 23. Let f1, . . . , fm ∈ K [x] be polynomials of sparsity at most � � 1, degree at most δ � 1 and transcendence degree at most r.
Assume that char(K ) = 0 or char(K ) > δr . Let D � δr + 1.

Then there exists a set B ⊂ P of prime numbers with |B| < r!n�r log2 D satisfying the following property. For all p ∈ P \ B there
exist subsets Bt1 , Bt2 ⊂ K with |Bt1 | < r

(n
r

)
and |Bt2 | < rδp such that

Ψ ◦ Ξc1 ◦ ΛD,p,c2 is faithful to { f1, . . . , fm}
for all c1 ∈ K \ Bt1 and c2 ∈ K \ Bt2 .

Proof. We may assume that f1, . . . , fr are algebraically independent (if the transcendence degree is smaller than r, we can
add algebraically independent variables). Let I = {i1 < · · · < ir} ∈ ([n]

r

)
be an index set with complement [n] \ I = {ir+1 <

· · · < in} such that f1, . . . , fr , xir+1 , . . . , xin are algebraically independent.
We denote f = ( f1, . . . , fr). By the Jacobian criterion, the polynomial g := det J xi1 ,...,xir

( f ) ∈ K [x] is non-zero. We have
deg(g) � rδ and sp(g) � r!�r . Applying Lemma 20 to g provides a set B ⊂ P of prime numbers with |B| < r!n�r log2 D . Let
p ∈ P \ B and let Bt2 ⊂ K with |Bt2 | < rδp be the subset provided by Lemma 20. Let c2 ∈ K \ Bt2 . Then (ΛD,p,c2 (g))(0) �= 0.
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By the chain rule, we have

J z
(
(Ψ ◦ Ξ ◦ ΛD,p,c2)( f )

) = Ψ
(

Jx
(
(Ξ ◦ ΛD,p,c2)( f )

)) ·
(

Ir

0(n−r)×r

)

= Ψ
(

J x1,...,xr

(
(Ξ ◦ ΛD,p,c2)( f )

))
.

Denote h := det J x1,...,xr ((Ξ ◦ ΛD,p,c2)( f )) ∈ K [x, t1]. Again, by the chain rule, we have

J x1,...,xr

(
(Ξ ◦ ΛD,p,c2)( f )

) = (Ξ ◦ ΛD,p,c2)
(

Jx( f )
) · (a j,k)1� j�n, 1�k�r .

Using the Cauchy–Binet formula (cf. [40]), we obtain

h =
∑

1� j1<···< jr�n

(
(Ξ ◦ ΛD,p,c2)

(
det J x j1 ,...,x jr

( f )
)) · det(a jq,k)1�q,k�r .

By the definition of a j,k ∈ K [t1], we have det(a jq,k(cI ))1�q, k�r �= 0 if and only if iq = jq for all q ∈ [r] (because, in the k-th

column, 1 appears only at row π−1
I (k) = ik , and we assumed i1 < · · · < ir and j1 < · · · < jr ). Therefore,

h(x, cI ) = (ΞcI ◦ ΛD,p,c2)
(
det J xi1 ,...,xir

( f )
) · sgn(πI )

= (ΞcI ◦ ΛD,p,c2)(g) · sgn(πI )

�= 0.

Since (ΞcI (xi))(0) = 0 for all i ∈ [n], we also have h(0, cI ) �= 0. Thus h(0, t1) �= 0. Let Bt1 ⊂ K be the set of all c ∈ K such
that h(0, c) = 0. Then |Bt1 | � degt1

(h(0, t1)) � deg(det(a jq,k)1�q, k�r) < r
(n

r

)
. Now let c1 ∈ K \ Bt1 . Then

det J z
(
(Ψ ◦ Ξc1 ◦ ΛD,p,c2)( f )

) = Ψ
(
det J x1,...,xr

(
(Ξc1 ◦ ΛD,p,c2)( f )

))
= Ψ

(
h(x, c1)

)
= h(z,0n−r, c1) �= 0.

The assertion, that Ψ ◦ Ξc1 ◦ ΛD,p,c2 is faithful to f , now follows from the Jacobian criterion. �
4. Circuits with sparse inputs of small transcendence degree

We can now proceed with the first PIT application of faithful homomorphisms. We consider arithmetic circuits of
the form C( f1, . . . , fm), where C is a circuit computing a polynomial in K [y] = K [y1, . . . , ym] and f1, . . . , fm are sub-
circuits computing polynomials in K [x]. Thus, C( f1, . . . , fm) computes a polynomial in the subalgebra K [ f1, . . . , fm]. Let
C( f1, . . . , fm) be of maximal degree d, and let f1, . . . , fm be of maximal degree δ, maximal sparsity � and maximal tran-
scendence degree r. We denote the class of those circuits by Fd,r,δ,� .

First, we use a faithful homomorphism to transform C( f1, . . . , fm) into an r-variate circuit. Then, a hitting set for r-variate
degree-d polynomials is used, provided by the non-vanishing version of the Combinatorial Nullstellensatz (a consequence of
the Schwartz–Zippel–DeMillo–Lipton Lemma).

Lemma 24 (Combinatorial Nullstellensatz). (See [41, Lemma 2.1].) Let H ⊂ K be a subset of size d + 1. Then H = Hr is a hitting set
for { f ∈ K [z1, . . . , zr] | deg( f ) � d}.

We will also require a bound for the number of primes in an interval.

Lemma 25. Let k � 2. Then the set [k2] contains at least k prime numbers.

Proof. For k = 2,3,4 this can be verified directly. So let k � 5. Then, by [42, Corollary 1, (3.5)], the set [k2] contains at least
k2/ loge(k

2) � k prime numbers. �
4.1. A hitting set (arbitrary characteristic)

Let n,d, r, δ � 1 and let K [z] = K [z1, . . . , zr]. To use the map Ψ ◦Ξ ◦Λ defined in Section 3.2 we introduce the following
parameters.

(1) Define D := δr+1 + 1.
(2) Define pmax := (rn(n + δr+1)δ

r+1�log2 D� + 1)2.
(3) Pick arbitrary H1, H2, H3 ⊂ K of sizes (δn)r2+r , rδr+1 pmax and d + 1, respectively.
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Denote Φp,c1,c2 := Ψ ◦ Ξc1 ◦ ΛD,p,c2 and Φ
(i)
p,c1,c2 := (Φp,c1,c2 )(xi) ∈ K [z] for i ∈ [n]. Define the subset

Hd,r,δ = {(
Φ

(1)
p,c1,c2(a), . . . ,Φ

(n)
p,c1,c2(a)

) ∣∣ p ∈ [pmax], (c1, c2) ∈ H1 × H2, a ∈ Hr
3

} ⊂ K n.

The following theorem shows that this is a hitting set for Fd,r,δ,� . This construction is efficient for δ, r constant and d
polynomial in the input size. In this case � is also polynomial in the input size and thus does not appear.

Theorem 26. The set Hd,r,δ is a hitting set for Fd,r,δ,� . It can be constructed in poly(drδn)r2δr+1
time.

Proof. Let C( f1, . . . , fm) ∈ Fd,r,δ,� be a non-zero circuit. By Lemma 25, the set [pmax] contains at least

rn(n + δr+1)δ
r+1

log2 D + 1 primes. By Lemma 22, there exist p ∈ [pmax] and (c1, c2) ∈ H1 × H2 such that Φp,c1,c2 is faithful
to { f1, . . . , fm}. Hence, by Theorem 14,

Φp,c1,c2

(
C( f1, . . . , fm)

) = C
(
Φp,c1,c2( f1), . . . ,Φp,c1,c2( fm)

)
is a non-zero circuit with at most r variables and of degree at most d. Now the first assertion follows from Lemma 24. The
second assertion is obvious from the construction. �
4.2. A hitting set (zero or large characteristic)

If char(K ) is zero or large enough, we can give a more efficient hitting set construction. Let n,d, r, δ, � � 1 and let
K [z] = K [z1, . . . , zr]. Again, we use the map Ψ ◦ Ξ ◦ Λ defined in Section 3.2. We introduce the following parameters.

(1) Define D := δr + 1.
(2) Define pmax := (n(r�)r�log2 D� + 1)2.
(3) Pick arbitrary H1, H2, H3 ⊂ K of sizes nr , rδpmax and d + 1, respectively.

Denote Φp,c1,c2 := Ψ ◦ Ξc1 ◦ ΛD,p,c2 and Φ
(i)
p,c1,c2 := (Φp,c1,c2 )(xi) ∈ K [z] for i ∈ [n]. Define the subset

Hd,r,δ,� = {(
Φ

(1)
p,c1,c2(a), . . . ,Φ

(n)
p,c1,c2(a)

) ∣∣ p ∈ [pmax], (c1, c2) ∈ H1 × H2, a ∈ Hr
3

} ⊂ K n.

The following theorem shows that, over a large or zero characteristic, this is a hitting set for Fd,r,δ,� . This proves Theorem 1.
This construction is efficient for r constant and �, d polynomial in the input size.

Theorem 27. Assume that char(K ) = 0 or char(K ) > δr . Then Hd,r,δ,� is a hitting set for Fd,r,δ,� . It can be constructed in poly(drδ�n)r

time.

Proof. Let C( f1, . . . , fm) ∈ Fd,r,δ,� be a non-zero circuit. By Lemma 25, the set [pmax] contains at least n(r�)r�log2 D� + 1
primes. By Lemma 23, there exist p ∈ [pmax] and (c1, c2) ∈ H1 × H2 such that Φp,c1,c2 is faithful to { f1, . . . , fm}. Hence, by
Theorem 14,

Φp,c1,c2

(
C( f1, . . . , fm)

) = C
(
Φp,c1,c2( f1), . . . ,Φp,c1,c2( fm)

)
is a non-zero circuit with at most r variables and of degree at most d. Now the first assertion follows from Lemma 24. The
second assertion is obvious from the construction. �
5. Depth-4 circuits with bounded top and bottom fanin

The second PIT application of faithful homomorphisms is for ����δ(k, s,n) circuits. Our hitting set construction is
efficient when the top fanin k and the bottom fanin δ are both bounded. Except for top fanin 2, our hitting set will be
conditional in the sense that its efficiency depends on a good rank upper bound for depth-4 identities.

5.1. Gcd, simple parts and the rank bounds

Let C = ∑k
i=1

∏s
j=1 f i, j be a ����δ(k, s,n) circuit, as defined in Section 1.1. Note that the parameters bound the

circuit degree, deg(C) � δs. We define S(C) := { f i, j | i ∈ [k] and j ∈ [s]}. It is the set of sparse polynomials of C (wlog we
assume them all to be non-zero). The following definitions are natural generalizations of the corresponding concepts for
depth-3 circuits. Recall Ti := ∏

j f i, j , for i ∈ [k], are the multiplication terms of C . The gcd part of C is defined as gcd(C) :=
gcd(T1, . . . , Tk) (we fix a unique representative among the associated gcds). The simple part of C is defined as sim(C) :=
C/gcd(C) ∈ ����δ(k, s,n). For a subset I ⊆ [k] we denote C I := ∑

i∈I T i .
Recall that if C is simple then gcd(C) = 1 and if it is minimal then C I �= 0 for all non-empty I � [k]. Also, recall that rk(C)

is trdegK S(C), and that Rδ(k, s) strictly upper bounds the rank of any minimal and simple ����δ(k, s,n) identity. Clearly,
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Rδ(k, s) � ks, because |S(C)| � ks for all C ∈ ����δ(k, s,n) and S(C) cannot be algebraically independent if C = 0. Since
the K -linear rank of linear forms agrees with their transcendence degree, better upper bounds for R1(k, s) can be obtained
from the rank bounds for ��� circuits. By [20], we have R1(k, s) = O (k2 log s) for arbitrary fields K , and R1(k, s) = O (k2)

for K = R.
On the other hand, we could prove a lower bound on Rδ(k, s) by constructing identities. From the simple and minimal

��� identities constructed in [18], we obtain the lower bound R1(k, s) = Ω(k) if char(K ) = 0, and R1(k, s) = Ω(k logp s)
if char(K ) = p > 0. These identities can be lifted to ����δ(k, s,n) identities by replacing each variable xi by a product
xi,1 · · · xi,δ of new variables. These examples demonstrate Rδ(k, s) = Ω(δk) if char(K ) = 0, and Rδ(k, s) = Ω(δk logp s) if
char(K ) = p > 0. This leads us to the following natural conjecture.

Conjecture 28. We have

Rδ(k, s) =
{

poly(δk), if char(K ) = 0,

poly(δk logp s), if char(K ) = p > 0.

Note that we expect Rδ(k, s) to be independent of s in characteristic 0. This is in accordance with the experience from
depth-3 circuits.

The following lemma is a vast generalization of [17, Theorem 3.4] to depth-4 circuits. It suggests how a bound for Rδ(k, s)
can be used to construct a hitting set for ����δ(k, s,n) circuits. The ϕ in the statement below should be thought of as a
linear homomorphism that reduces the number of variables from n to Rδ(k, s) + 1.

Lemma 29. Let C be a ����δ(k, s,n) circuit, let r := Rδ(k, s) and let ϕ : K [x] → K [z0, z] = K [z0, z1, . . . , zr] be a linear K -algebra
homomorphism that, for all I ⊆ [k], satisfies

(1) ϕ(sim(C I )) = sim(ϕ(C I )), and
(2) rk(ϕ(sim(C I ))) � min{rk(sim(C I )), Rδ(k, s)}.

Then C = 0 if and only if ϕ(C) = 0.

Proof. If C = 0, then clearly ϕ(C) = 0. Conversely, let ϕ(C) = 0. Let I ⊆ [k] be a non-empty subset such that ϕ(C I ) is
a minimal circuit computing the zero polynomial. Then, by assumption (1), ϕ(sim(C I )) = sim(ϕ(C I )) is a minimal and
simple circuit computing the zero polynomial. Note that ϕ(sim(C I )) ∈ ����δ(k, s,n), because ϕ is a linear homomor-
phism. Hence, rk(ϕ(sim(C I ))) < Rδ(k, s). By assumption (2), this implies rk(ϕ(sim(C I ))) = rk(sim(C I )), thus ϕ is faithful to
S(sim(C I )). Theorem 14 yields sim(C I ) = 0, hence C I = 0. Since ϕ(C) is the sum of zero and minimal circuits ϕ(C I ) for
some I ⊆ [k], we obtain C = 0 as required. �
5.2. Preserving the simple part – using the map Γ

The following lemma shows that Ψ ◦Ξc1 ◦ΛD2,p2,c2 ◦ΓD3,p3,c3 meets condition (1) of Lemma 29 for almost all D2, D3 � 2,
p2, p3 ∈ P and c1, c2, c3 ∈ K . It is also the key for the top fanin 2 case (Corollary 33). The proof is via resultants. For more
information about resultants, see [43].

Lemma 30. Let C be a ����δ(k, s,n) circuit. Let D2 � 2δ2 + 1 and let D3 � δ + 1. Let Φ : K [z0, x] → K [z0, z] be a K -algebra
homomorphism such that Φ(z0) = z0 and for all i ∈ [n] we have Φ(xi) ∈ K [z] and (Φ(xi))(0) = 0.

Then there exists B3 ⊂ P with |B3| < ksδn
(n+δ

δ

)
log2 D3 such that, for all p3 ∈ P\ B3 there exists Bt3 ⊂ K with |Bt3 | < ksδ2 p3 , such

that, for all c3 ∈ K \ Bt3 there exists B2 ⊂ P with |B2| <
(ksδ

2

)
n
(n+2δ2

2δ2

)
log2 D2 satisfying the following property: For all p2 ∈ P \ B2

there exists Bt2 ⊂ K with |Bt2 | <
(ksδ

2

)
2δ2 p2 such that

(Φ ◦ ΛD2,p2,c2 ◦ ΓD3,p3,c3)
(
sim(C)

) = sim
(
(Φ ◦ ΛD2,p2,c2 ◦ ΓD3,p3,c3)(C)

)
for all c2 ∈ K \ Bt2 .

Proof. Let f1, . . . , fm ∈ K [x] be the non-constant absolutely irreducible factors of the polynomials in S(C). Then m � ksδ and
we have, for all i ∈ [m], deg( f i) � δ and sp( f i) �

(n+δ
δ

)
.

First we make the following observation. If ϕ : K [x] → K [z0, z] is a K -algebra homomorphism such that

(1) ϕ( f i) is non-constant for all i ∈ [m], and
(2) gcd( f i, f j) = 1 implies gcd(ϕ( f i),ϕ( f j)) = 1 for all i, j ∈ [m] with i < j,
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then ϕ(sim(C)) = sim(ϕ(C)). To achieve the first condition, we will apply Lemma 21 to f1, . . . , fm . To preserve the gcd of a
pair f i, f j , we will apply Lemma 20 on the mutual resultants of (ΓD3,p3,c3 )( f i)’s with respect to z0.

For i ∈ [m], applying Lemma 21 to f i provides a set B3,i ⊂ P of prime numbers with |B3,i| < n
(n+δ

δ

)
log2 D3. Set B3 :=

B3,1 ∪ · · ·∪ B3,m and let p3 ∈ P \ B3. For i ∈ [m], let Bt3,i ⊂ K be the subset with |Bt3,i | < δp3 provided by Lemma 21 applied
to f i . Set Bt3 := Bt3,1 ∪ · · · ∪ Bt3,m and let c3 ∈ K \ Bt3 . For i ∈ [m], let gi := (ΓD3,p3,c3 )( f i) ∈ K [z0, x]. Then degz0

(gi) =
deg(gi) = deg( f i).

Now let i, j ∈ [m] with i < j such that gcd( f i, f j) = 1 in K [x]. Since ΓD3,p3,c3 is an automorphism of K [z0, x], we
also have gcd(gi, g j) = 1. By [43, Chap. 3, §6, Proposition 1], the polynomial gi, j := resz0 (gi, g j) ∈ K [x] is non-zero. We

have deg(gi, j) � 2δ2 and thus sp(gi, j) �
(n+2δ2

2δ2

)
. Applying Lemma 20 to gi, j provides a set B2,i, j ⊂ P of prime numbers

with |B2,i, j| < n
(n+2δ2

2δ2

)
log2 D2. Set B2 := ⋃

i, j B2,i, j , where the union is over all i, j ∈ [m] as above, and let p2 ∈ P \ B2.

For i, j ∈ [m] as above, let Bt2,i, j ⊂ K be the subset with |Bt2,i, j| < 2δ2 p2 provided by Lemma 20 applied to gi, j . Set
Bt2 := ⋃

i, j Bt2,i, j , where the union is over all i, j ∈ [m] as above, and let c2 ∈ K \ Bt2 . Then, for i, j ∈ [m] as above, we have
(ΛD2,p2,c2 (gi, j))(0) �= 0.

To finish the proof, we have to verify that Φ ◦ ΛD2,p2,c2 ◦ ΓD3,p3,c3 satisfies conditions (1) and (2). For i ∈ [m], (Φ ◦
ΛD2,p2,c2 ◦ ΓD3,p3,c3 )( f i) is non-constant, because

degz0

(
(Φ ◦ ΛD2,p2,c2 ◦ ΓD3,p3,c3)( f i)

) = degz0

(
(ΓD3,p3,c3)( f i)

) = deg( f i) > 0.

Now let i, j ∈ [m] with i < j such that gcd( f i, f j) = 1. Then

resz0

(
(Φ ◦ ΛD2,p2,c2 ◦ ΓD3,p3,c3)( f i), (Φ ◦ ΛD2,p2,c2 ◦ ΓD3,p3,c3)( f j)

)
= (Φ ◦ ΛD2,p2,c2)

(
resz0(gi, g j)

) = (Φ ◦ ΛD2,p2,c2)(gi, j) �= 0,

where the first equality follows from the fact that Φ ◦ ΛD2,p2,c2 does not change the leading term of gi and g j as polyno-
mials in z0, and the inequality holds because (Φ ◦ ΛD2,p2,c2 )(gi, j)(0) = (ΛD2,p2,c2 (gi, j))(0) �= 0. Therefore, by [43, Chap. 3,
§6, Proposition 1], (Φ ◦ ΛD2,p2,c2 ◦ ΓD3,p3,c3 )( f i) and (Φ ◦ ΛD2,p2,c2 ◦ ΓD3,p3,c3 )( f j) are coprime. �
5.3. A hitting set (arbitrary characteristic)

Armed with Lemmas 29 and 30 we can now complete the construction of the hitting set for ����δ(k, s,n) circuits
using the faithful homomorphism Ψ ◦Ξ ◦Λ◦Γ with the right parameters. Let n, δ,k, s � 1 and let r = Rδ(k, s). We introduce
the following parameters.

(1) Define D2 := 2δr+1 + 1 and D3 := δ + 1.
(2) Define pmax,2 := (2kn(ks)2r(n + 2δr+1)2δr+1�log2 D2� + 1)2 and pmax,3 := (2knks(n + δ)δ�log2 D3� + 1)2.

(3) Pick arbitrary H1, . . . , H4 ⊂ K of sizes 2kδr+1nr2+r , 2k+1r(ks)2δr+3 pmax,2, 2kksδ2 pmax,3 and δs + 1, respectively.

Set p := (p2, p3) and c := (c1, c2, c3). Denote Φp,c := Ψ ◦Ξc1 ◦ΛD2,p2,c2 ◦ΓD3,p3,c3 and Φ
(i)
p,c := Φp,c(xi) ∈ K [z0, z] for i ∈ [n]

and define the subset

Hδ,k,s = {(
Φ

(1)
p,c(a), . . . ,Φ

(n)
p,c(a)

) ∣∣ p ∈ [pmax,2] × [pmax,3], c ∈ H1 × H2 × H3, a ∈ Hr+1
4

} ⊂ K n.

The following theorem shows that this is a hitting set for ����δ(k, s,n) circuits. If Conjecture 28 holds true, the construc-
tion is not only non-trivial (i.e. better than the brute force PIT) in characteristic zero but even for char(K ) = Ω(1) (recall: δ,
k are bounded constants in this section).

Theorem 31. The set Hδ,k,s is a hitting set for ����δ(k, s,n). It can be constructed in poly(δrsn)kr2δr+1
time.

Proof. Let C ∈ ����δ(k, s,n) be a non-zero circuit. Note that the sparsity of elements in S(C) is bounded by
(n+δ

δ

)
. The

parameters above are blown up very generously so that they support 2k applications of Lemma 22 (one for each S(C I ) for
all I ⊆ [k]) and Lemma 30 (one for each C I for all I ⊆ [k]). For example, by Lemma 25, the set [pmax,2] contains at least

2kn(ks)2r
(
n + 2δr+1)2δr+1�log2 D2� + 1 � 2krn

(
n + δr+1

δr+1

)
log2 D2 + 2k

(
ksδ

2

)
n

(
n + 2δ2

2δ2

)
log2 D2 + 1

primes. Thus, Lemma 30 resp. Lemma 22 imply that there exist p ∈ [pmax,2] × [pmax,3] and c ∈ H1 × H2 × H3 such that, for
all I ⊆ [k], we have

(1) Φp,c(sim(C I )) = sim(Φp,c(C I )), and
(2) Φp,c is faithful to some subset { f1, . . . , fm} ⊆ S(sim(C I )) of transcendence degree min{rk(sim(C I )), r}.
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Hence, by Lemma 29, Φp,c(C) is a non-zero circuit with at most r + 1 variables and of degree at most δs. Now the first
assertion follows from Lemma 24. The second assertion is obvious from the construction. �
5.4. A hitting set (zero or large characteristic)

If char(K ) is zero or large enough, we can give a more efficient hitting set construction. Let n, δ,k, s � 1 and let r =
Rδ(k, s). We introduce the following parameters.

(1) Define D2 := 2δ2r + 1 and D3 := δ + 1.
(2) Define pmax,2 := (2kn(ks)2rr(n + 2δ2)2δ2r�log2 D2� + 1)2 and pmax,3 := (2knks(n + δ)δ�log2 D3� + 1)2.
(3) Pick arbitrary H1, . . . , H4 ⊂ K of sizes 2knr , 2k+1r(ksδ2)2 pmax,2, 2kksδ2 pmax,3 and δs + 1, respectively.

Set p := (p2, p3) and c := (c1, c2, c3). Denote Φp,c := Ψ ◦Ξc1 ◦ΛD2,p2,c2 ◦ΓD3,p3,c3 and Φ
(i)
p,c := Φp,c(xi) ∈ K [z0, z] for i ∈ [n]

and define the subset

Hδ,k,s = {(
Φ

(1)
p,c(a), . . . ,Φ

(n)
p,c(a)

) ∣∣ p ∈ [pmax,2] × [pmax,3], c ∈ H1 × H2 × H3, a ∈ Hr+1
4

} ⊂ K n.

The following theorem shows that, over large or zero characteristic, this is a hitting set for ����δ(k, s,n) circuits. This
proves Theorem 2.

Theorem 32. Assume that char(K ) = 0 or char(K ) > δr . Then Hδ,k,s is a hitting set for ����δ(k, s,n). It can be constructed in

poly(δrsn)δ
2kr time.

Proof. Let C ∈ ����δ(k, s,n) be a non-zero circuit. Note that the sparsity of elements in S(C) is bounded by
(n+δ

δ

)
. The

parameters above are blown up very generously so that they support 2k applications of Lemma 23 (one for each S(C I ) for
all I ⊆ [k]) and Lemma 30 (one for each C I for all I ⊆ [k]). For example, by Lemma 25, the set [pmax,2] contains at least

2kn(ks)2rr(n + 2δ2)2δ2r�log2 D2� + 1 � 2knr!
(

n + δ

δ

)r

log2 D2 + 2k
(

ksδ

2

)
n

(
n + 2δ2

2δ2

)
log2 D2 + 1

primes. Thus, Lemma 30 resp. Lemma 23 imply that there exist p ∈ [pmax,2] × [pmax,3] and c ∈ H1 × H2 × H3 such that, for
all I ⊆ [k], we have

(1) Φp,c(sim(C I )) = sim(Φp,c(C I )), and
(2) Φp,c is faithful to some subset { f1, . . . , fm} ⊆ S(sim(C I )) of transcendence degree min{rk(sim(C I )), r}.

Hence, by Lemma 29, Φp,c(C) is a non-zero circuit with at most r + 1 variables and of degree at most δs. Now the first
assertion follows from Lemma 24. The second assertion is obvious from the construction. �

Since trivially Rδ(2, s) = 1, we obtain an explicit hitting set for the top fanin 2 case. Moreover, in this case we can also
eliminate the dependence on the characteristic. This proves Corollary 3.

Corollary 33. Let K be of arbitrary characteristic. Then Hδ,2,s is a hitting set for ����δ(2, s,n) circuits. It can be constructed in

poly(δsn)δ
2

time.

Proof. We have Rδ(2, s) = 1. From the proof of Lemma 30 we see that there exist p ∈ [pmax,2]× [pmax,3] and c ∈ H1 × H2 ×
H3 such that, for all I ⊆ [k], we have

(1) Φp,c(sim(C I )) = sim(Φp,c(C I )), and
(2) Φp,c sends non-constant polynomials in S(C I ) to non-constant polynomials, hence Φp,c is faithful to sets of transcen-

dence degree 1.

Hence we are done as in the proof of Theorem 32, but without invoking Lemma 23 (where the dependence on the charac-
teristic came from). �
6. Conclusion

The notion of rank has been quite useful in depth-3 PIT. In this work we give the first generalization of it to depth-4 cir-
cuits. We used the notion of transcendence degree and developed fundamental maps – the faithful homomorphisms – that
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preserve the transcendence degree of sparse polynomials in a blackbox and efficient way (assuming a small transcendence
degree). Crucially, we showed that faithful homomorphisms preserve the non-zeroness of circuits.

Our work raises several open questions. The faithful homomorphism construction over a small prime characteristic has
restricted efficiency, in particular, it is interesting only when the sparse polynomials have very low degree. Could Lemma 22
be improved to handle larger δ? In general, the classical methods stop short of dealing with small characteristic because the
“geometric” Jacobian criterion is not there. We have given some new tools to tackle that, e.g. Corollary 6 and Lemmas 16
and 22.

Currently, we do not know a better upper bound for Rδ(k, s) other than ks. For δ = 1, it is just the rank of depth-3
identities, which is known to be O (k2 log s) (and O (k2) over R) [20]. Even for δ = 2 we leave the rank question open. We
conjecture R2(k, s) = O (k log s) (generally, Conjecture 28). Our hope is that understanding these small δ identities should
give us more potent tools to attack depth-4 PIT in generality.
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Appendix A. Proof of the degree bound for annihilating polynomials

For the proof of Corollary 6 we will need two lemmas. The first one is well known and identifies a situation where
annihilating polynomials are unique up to a factor in K ∗ . Due to the lack of a suitable reference, we give the proof here.

Lemma A.1. Let f1, . . . , fm ∈ K [x] contain precisely m − 1 algebraically independent polynomials and let I ⊆ K [y1, . . . , ym] be the
ideal of algebraic relations among f1, . . . , fm. Then I is principal.

Proof. We follow the instructions of [44, Exercise 3.2.7]. Assume that f1, . . . , fm−1 are algebraically independent and let
F1, F2 ∈ K [y1, . . . , ym] be non-zero irreducible polynomials satisfying Fi( f1, . . . , fm) = 0 for i ∈ [2]. It suffices to show that
F1 = cF2 for some c ∈ K ∗ .

For this, view F1, F2 as elements of R[ym], where R = K [y1, . . . , ym−1], and consider the ym-resultant g :=
resym (F1, F2) ∈ R . By [43, Chap. 3, §5, Proposition 9], there exist g1, g2 ∈ R[ym] such that g = g1 F1 + g2 F2. We have

g( f1, . . . , fm−1) = g1( f1, . . . , fm) · F1( f1, . . . , fm) + g2( f1, . . . , fm) · F2( f1, . . . , fm) = 0.

Since f1, . . . , fm−1 are algebraically independent, it follows that g = 0. By [43, Chap. 3, §6, Proposition 1], F1, F2 have a
non-trivial common factor in R[ym]. Since F1, F2 are irreducible, we obtain F1 = cF2 for some c ∈ K ∗ , as required. �

The following lemma contains a useful fact about annihilating polynomials and algebraic field extensions (cf. [29,
Claim 7.2] for a similar statement).

Lemma A.2. Let f1, . . . , fm ∈ K [x] and let L/K be an algebraic field extension. If there exists a non-zero polynomial F ∈ L[y] =
L[y1, . . . , ym] such that F ( f1, . . . , fm) = 0, then there exists a non-zero polynomial G ∈ K [y] such that G( f1, . . . , fm) = 0 and
deg(G) � deg(F ). In particular, f1, . . . , fm are algebraically independent over K if and only if they are algebraically independent
over L.

Proof. Let F = ∑
α∈S cα yα ∈ L[y] be a non-zero polynomial such that F ( f1, . . . , fm) = 0, where S ⊂ Nm is non-empty

finite set and cα ∈ L∗ for all α ∈ S . Set c = (cα)α∈S and introduce a new set t = {tα | α ∈ S} of variables. Let G ′ :=∑
α∈S tα yα ∈ K [t, y] be the polynomial obtained by replacing the coefficients of F by the corresponding variables. We

can write G ′(t, f1, . . . , fm) = ∑
α∈S ′ �βxβ , where S ′ ⊂ Nn is a non-empty finite set and �β ∈ K [t] is a linear form for all

β ∈ S ′ . Since L/K is algebraic, the monomials xβ are L-linearly independent. Therefore
∑
β∈S ′

�β(c)xβ = G ′(c, f1, . . . , fm) = F ( f1, . . . , fm) = 0

implies that the homogeneous linear system

�β(t) = 0, β ∈ S ′,

with coefficients in K has a non-trivial solution over L (namely c). Thus it has also a non-trivial solution c′ over K . We
obtain a non-zero polynomial G := G ′(c′, y) ∈ K [y] with the desired properties. �
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Proof of Corollary 6. By Lemma A.2, we may assume wlog that K is infinite. Furthermore, we may assume that m = r + 1
and f1, . . . , fr are algebraically independent. Let F ∈ K [y] = K [y1, . . . , yr+1] be a non-zero irreducible polynomial such that
F ( f1, . . . , fr+1) = 0. By Lemma 16, there exists a linear K -algebra homomorphism

ϕ : K [x] → K [z] = K [z1, . . . , zr]
which is faithful to { f1, . . . , fr+1}. Set gi := ϕ( f i) ∈ K [z] for i ∈ [r + 1]. Then g1, . . . , gr+1 are of degree at most δ and by
Theorem 5 there exists a non-zero polynomial G ∈ K [y] such that G(g1, . . . , gr+1) = 0 and deg(G) � δr . But since

F (g1, . . . , gr+1) = F
(
ϕ( f1), . . . ,ϕ( fr+1)

) = ϕ
(

F ( f1, . . . , fr+1)
) = 0,

Lemma A.1 implies that F divides G . Hence, deg(F ) � deg(G) � δr . �
Appendix B. Proof of the Jacobian criterion

In the proof of the Jacobian criterion we will make use of the following facts about partial derivatives. Let f ∈ K [x]. First
assume that char(K ) = 0. Then, for i ∈ [n], we have

∂xi f = 0 if and only if f ∈ K [x1, . . . , xi−1, xi+1, . . . , xn].
Therefore, we have ∂xi ( f ) = 0 for all i ∈ [n] if and only if f = 0. Now assume char(K ) = p > 0. Then, for i ∈ [n], we have

∂xi f = 0 if and only if f ∈ K
[
x1, . . . , xi−1, xp

i , xi+1, . . . , xn
]
.

Hence, ∂xi f = 0 for all i ∈ [n] if and only if f ∈ K [xp
1 , . . . , xp

n ]. If, in addition, K is a perfect field (in characteristic p this
means that every element of K is a p-th power), then we have ∂xi f = 0 for all i ∈ [n] if and only if f = g p for some
g ∈ K [x]. An example of a perfect field is the algebraic closure K of K . Now we are prepared to proceed with the proofs.

Proof of Lemma 9. Let r = rkL Jx( f1, . . . , fm). We may assume that the first r rows of J ( f1, . . . , fm) are L-linearly inde-
pendent. Assume, for the sake of contradiction, that f1, . . . , fr are algebraically dependent. Choose a non-zero polynomial
F ∈ K [y] = K [y1, . . . , yr] of minimal degree such that F ( f1, . . . , fr) = 0. Differentiating with respect to x1, . . . , xn using the
chain rule yields the vector-matrix equation

(
(∂y1 F )( f1, . . . , fr), . . . , (∂yr F )( f1, . . . , fr)

) ·
⎛
⎜⎝

∂x1 f1 · · · ∂xn f1

...
...

∂x1 fr · · · ∂xn fr

⎞
⎟⎠ = 0.

Since this matrix has rank r over L, it follows that (∂yi F )( f1, . . . , fr) = 0 for all i ∈ [r]. Since the degree of F was chosen to
be minimal, it follows that ∂yi F = 0 for all i ∈ [r]. If char(K ) = 0, this implies F = 0, a contradiction. If char(K ) = p > 0, this
implies F ∈ K [yp

1 , . . . , yp
r ]. Since K is perfect and F �= 0, there is a non-zero G ∈ K [y] such that F = G p . From

0 = F ( f1, . . . , fr) = G( f1, . . . , fr)
p

wee see that G( f1, . . . , fr) = 0. By Lemma A.2, there exists a non-zero G ′ ∈ K [y] such that G ′( f1, . . . , fr) = 0 and
deg(G ′) � deg(G) < deg(F ). This contradicts the choice of F . Therefore, f1, . . . , fr are algebraically independent, hence
trdeg({ f1, . . . , fm}) � r. �
Proof of Theorem 8. Let r = trdeg{ f1, . . . , fm}. By Lemma 9, we have r � rkL J ( f1, . . . , fm), so it remains to show the
converse inequality.

After renumbering f1, . . . , fm and x1, . . . , xn , we may assume that the polynomials f1, . . . , fr , xr+1, . . . , xn are alge-
braically independent. Consequently, for i ∈ [n], there exist non-zero polynomials Fi ∈ K [y0, . . . , yn] of minimal degree such
that degy0

(Fi) > 0 and

Fi(xi, f1, . . . , fr, xr+1, . . . , xn) = 0. (B.1)

By Theorem 5 (with n − r + 1 of the δi ’s being 1), we have deg(Fi) � δr . Hence, by the assumptions on char(K ), we have
∂y0 Fi �= 0. Since the degree of Fi was chosen to be minimal, we have

(∂y0 Fi)(xi, f1, . . . , fr, xr+1, . . . , xn) �= 0.

Denote Gi, j := (∂y j F i)(xi, f1, . . . , fr, xr+1, . . . , xn) for j ∈ [0,n]. Differentiating equation (B.1) with respect to xk using the
chain rule yields
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Gi,0 · δi,k +
r∑

j=1

Gi, j · ∂xk f j +
n∑

j=r+1

Gi, j · δ j,k = 0

for k ∈ [n]. Since Gi,0 �= 0, this can be rewritten as

r∑
j=1

−Gi, j

Gi,0
· ∂xk f j +

n∑
j=r+1

−Gi, j

Gi,0
· δ j,k = δi,k.

This shows that the block diagonal matrix⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂x1 f1 · · · ∂xr f1

...
...

∂x1 fr · · · ∂xr fr

1
. . .

1

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

∈ Ln×n

is invertible. Therefore, the first r rows of J ( f1, . . . , fm) are L-linearly independent and hence r � rkL J ( f1, . . . , fm). �
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