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## 1 Euler's totient function $\phi$

The case when $n$ is not a prime is slightly more complicated. We can still do modular arithmetic with division if we only consider numbers coprime to $n$.

For $n \geq 2$, let us define the set,

$$
\mathbb{Z}_{n}^{*}:=\{k \mid 0 \leq k<n, \operatorname{gcd}(k, n)=1\}
$$

The cardinality of this set is known as Euler's totient function $\phi(n)$, i.e., $\phi(n)=\left|\mathbb{Z}_{n}^{*}\right|$. Also, define $\phi(1)=1$.

Exercise 1. What are $\phi(5), \phi(10), \phi(19) ?$
Exercise 2. Show that $\phi(n)=1$ iff $n \in[2]$.
Show that $\phi(n)=n-1$ iff $n$ is prime.
Clearly, for a prime $p, \phi(p)=p-1$. What about a prime power $n=p^{k}$ ? There are $p^{k-1}$ numbers less than $n$ which are NOT coprime to $n$ (Why?). This implies $\phi\left(p^{k}\right)=p^{k}-p^{k-1}$. How about a general number $n$ ?

We can actually show that $\phi(n)$ is an almost multiplicative function. In the context of number theory, it means,

Theorem 1 (Multiplicative). If $m$ and $n$ are coprime to each other, then $\phi(m \cdot n)=\phi(m) \cdot \phi(n)$.
Proof. Define $S:=\mathbb{Z}_{m}^{*} \times \mathbb{Z}_{n}^{*}=\left\{(a, b): \quad a \in \mathbb{Z}_{m}^{*}, b \in \mathbb{Z}_{n}^{*}\right\}$. We will show a bijection between $\mathbb{Z}_{m n}^{*}$ and $S=\mathbb{Z}_{m}^{*} \times \mathbb{Z}_{n}^{*}$. Then, the theorem follows from the observation that $\phi(m n)=\left|\mathbb{Z}_{m n}^{*}\right|=|S|=\left|\mathbb{Z}_{m}^{*}\right|\left|\mathbb{Z}_{n}^{*}\right|=$ $\phi(m) \phi(n)$.

The bijection $\psi: S \rightarrow \mathbb{Z}_{m n}^{*}$ is given by the map $\psi:(a, b) \mapsto b m+a n \bmod m n$. We need to prove that $\psi$ is a bijection. That amounts to proving these three things.

- The mapping is valid, i.e., if $a \in \mathbb{Z}_{m}^{*}$ and $b \in \mathbb{Z}_{n}^{*}$ then $b m+a n \in \mathbb{Z}_{m n}^{*}$. This follows from the fact that $b m$ is coprime to $n$ implies $b m+a n$ is coprime to $n$. Similarly $b m+a n$ is coprime to $m$. So $b m+a n$ is coprime to $m n$ (and we use its residue representative in $[m n-1]$ ).
- Mapping $\psi$ is injective (one to one). Why?

If $b m+a n=b^{\prime} m+a^{\prime} n \bmod m n$ implies $\left(b-b^{\prime}\right) m+\left(a-a^{\prime}\right) n=0 \bmod m n$. The latter implies, using coprimality of $m, n$, that $n \mid\left(b-b^{\prime}\right)$ and $m \mid\left(a-a^{\prime}\right)$. Thus, $(a, b)=\left(a^{\prime}, b^{\prime}\right)$ in $S$.

- Mapping $\psi$ is surjective (onto). Why?

Consider $t \in \mathbb{Z}_{m n}^{*}$. Compute $k:=t m^{-1} \bmod n$. (Note: $k \in \mathbb{Z}_{n}^{*}$.) Since $t=k m \bmod n$ we can write $t=k m+\ell n$. If need be, reduce $\ell$ to $\ell^{\prime} \bmod m$. This achieves both $t=k m+\ell^{\prime} n \bmod m n$ and $\ell^{\prime} \in \mathbb{Z}_{m}^{*}$.

These three properties of $\psi$ finish the proof.

Exercise 3. Find numbers $m, n$ such that $\phi(m n) \neq \phi(m) \phi(n)$.

[^0]Fundamental theorem of arithmetic implies that we can express any number as a product of prime powers. By using Thm 1, we can calculate $\phi(m n)$, when $\phi(m)$ and $\phi(n)$ are given to us ( $m$ and $n$ are coprime).
Theorem 2. If $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{\ell}^{k_{\ell}}$ is a natural number. Then,

$$
\phi(n)=n\left(1-\frac{1}{p_{1}}\right)\left(1-\frac{1}{p_{2}}\right) \cdots\left(1-\frac{1}{p_{\ell}}\right)
$$

Exercise 4. Prove the above theorem using the argument above.

## 2 Inclusion-Exclusion vs. Möbius Inversion

There is another way to look at Thm. 2. We are interested in finding out the number of elements between 0 and $n-1$ which do not share a factor with $n=p_{1}^{k_{1}} p_{2}^{k_{2}} \cdots p_{\ell}^{k_{\ell}}$. Let us consider all the elements $\{0,1, \cdots, n-1\}$.

Define $A_{i}$ to be the set of elements which are divisible by $p_{i}$. For any $I \subseteq[\ell]$, define $A_{I}$ to be the set of elements which are divisible by all $p_{i}$ where $i \in I$. You can see that we are interested in the event when none of the $p_{i}$ 's, where $i \in[\ell]$, divide an element. This is a straightforward application of inclusion-exclusion,

$$
\phi(n)=\sum_{I \subseteq[\ell]}(-1)^{|I|} \cdot\left|A_{I}\right| .
$$

Notice that the number of elements which are divisible by $p_{1} p_{2} \cdots p_{j}$ is just $\frac{n}{p_{1} p_{2} \cdots p_{j}}$. This gives us,

$$
\left|A_{I}\right|=\frac{n}{\prod_{i \in I} p_{i}}
$$

So,

$$
\begin{equation*}
\phi(n)=\sum_{I \subseteq[\ell]}(-1)^{|I|} \frac{n}{\Pi_{i \in I} p_{i}} \tag{1}
\end{equation*}
$$

Exercise 5. Prove that the above expression is the same as the one in Thm. 2.
In Eqn. 1, the sum is taken over all square-free (i.e. of the form $p_{1} p_{2} \cdots p_{i}$ with distinct primes) divisors of $n$. Define a function, $\mu(k)$,

$$
\mu(k):= \begin{cases}1, & \text { if } k=1 \\ 0, & \text { if } a^{2} \mid k \text { for some } a \geq 2 \\ (-1)^{r}, & \text { if } k \text { is square-free with } r \text { primes. }\end{cases}
$$

This function $\mu(k)$ is called the Möbius function. Then Eqn. 1 can be rewritten as,

$$
\phi(n)=\sum_{d \mid n} \mu(d) \cdot \frac{n}{d}
$$

Exercise 6. For an integer $n \geq 2$ show that, $\sum_{d \mid n} \mu(d)=0$.

Möbius function is really useful in number theory, and combinatorics. One of the main reasons is the "inversion property" (for special functions $f$ ).

Theorem 3 (Möbius inversion). Let $f$ and $g$ be functions defined on natural numbers. Then,

$$
f(n)=\sum_{d \mid n} g(d) \quad \text { implies } \quad g(n)=\sum_{d \mid n} \mu(d) f\left(\frac{n}{d}\right) .
$$

Proof. Let us look at RHS of the expression for $g(n)$ :

$$
\begin{aligned}
\sum_{d \mid n} \mu(d) f\left(\frac{n}{d}\right) & =\sum_{d \mid n} \mu(d) \sum_{c \mid n / d} g(c) \\
& =\sum_{c \mid n} g(c)\left(\sum_{d \mid n / c} \mu(d)\right) \\
& =g(n) \mu(1)=g(n) .
\end{aligned}
$$

The third equality follows from the fact that $\sum_{d \mid n} \mu(d)$ is 0 for $n \geq 2$ (is 1 for $n=1$ ). The second equality is sum-swapping.

Exercise 7. Prove the second equality by considering the pairs $(c, d)$ s.t. $d \mid n$ and $c \mid n / d$.

Functions $f$ and $g$ are called Möbius transforms of each other. Eg. $n$ and $\phi(n)$ are Möbius transforms of each other!

Exercise 8. Finite fields are routinely used in computer science. Read up on how to use Möbius inversion to count the number of irreducible polynomials, of degree $d$, over a finite field.
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