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Introduction
● Investigates ways to augment a constituency parser with a discrete space 

state by using word embeddings.
● Hypothesis: Features, like clusters and embeddings, can improve 

dependency parsers by providing syntactic abstractions.
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1. Vocabulary expansion hypothesis
a. Word embeddings are useful for handling out-of-vocabulary words
b. Treat unknown words in same way as known words with similar 

representations
2. Statistic sharing hypothesis

a. Word embeddings are useful for handling in-vocabulary words
b. Pool statistics for related words

3. Embedding structure hypothesis
a. The space structure directly encodes syntactic information in its 

coordinate axes
b. Feature corresponding to a word’s position can be useful in a feature-

based lexicon

Hypothesis on embeddings-parser interaction



Parser extensions
1. Vocabulary expansion: OOV model

a. A simple but targeted out-of-vocabulary (OOV) model 
b. Every unknown word is simply replaced by its nearest neighbor in the 

training set
2. Statistic sharing: Lexicon pooling model

a. A smoothing technique is used.
b. The probability P(w|t) is stored using a smoothed, kernelized lexicon



Parser extensions
Embedding structures: Embedding features
1. Maryland featured parser is used.
2. Set of lexical template features is replaced by set of indicator features.
3. For each dimension i, an indicator feature is created corresponding to the 

linearly-bucketed value of feature at that index.
4. Morphological features are removed from the parser in order to focus on 

the effect of word embeddings.



OOV, lexican pooling and featured models
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Results
1. OOV model achieves small gains over the baseline for a 300-word training 

corpus, but become statistically insignificant with more training data. 
2. This behaviour of OOV model is insensitive to choice of embedding.
3. For lexicon pooling model, performance decreased with small set of beta 

values and performance increased with increased set of beta values.
4. For a combination of lexicon pooling model with beta = 0.3 and OOV, there 

is small gain observed with 300 and 3000 train sentences, but a decrease 
in performance in observed on the full corpus. 



Conclusion
1. These modified parser have slight gains on extremely small training sets, 

which quickly vanishes as training set size increases.
2. Unsupervised word embeddings do contain some syntactically useful 

information.
3. This information is redundant with what the model is able to determine for 

itself from only a small amount of labeled training data.
4. Gains over baseline, by these modified parser, is extremely sensitive to 

training conditions.
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