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Problem Statement

 Given: 

 A code-mixed question 

 To predict:

 Expected type of the answer 

Mein kaise ek 
web based 

business start 
kar sakta hun?

DESC : manner
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Abbreviation

Abbreviation

Expression

Description

Definition

Description

Manner

Reason

Entity

Animal

Body

Product

... and 22 
more

Human

Group

Individual

Title

Description

Location

City

Country

Mountain

State

Other

Numeric

Code

Count

Date

Distance

…and 9 
more

Coarse Grained

Fi
n
e
 G

ra
in

e
d



Challenges

 No dataset available on the public domain

 Dearth of tools that handles code-mixed text – no POS-taggers, 
chunkers, dependency parsers, language identification tools etc

Proposed Solution

 Create a new dataset of code-mixed questions

 Make dataset in a format compatible with the existing tools



Dataset Format

 QueNo#1 CoarseLabel:FineLabel <QueString in English>

 QueNo#2 CoarseLabel:FineLabel <QueString in Hindi>

 QueNo#3 CoarseLabel:FineLabel <QueString in Codemixed_scriptPreserved>

 QueNo#4 CoarseLabel:FineLabel <QueString in Codemixed_romanized>

 185#1 DESC:reason Why do horseshoes bring luck ?

 185#2 DESC:reason       घघड़ड़ कक ननल भनगय कयघय लनतक हह?

 185#3 DESC:reason    घघड़ड़ कक ननल luck   कयघय लनतक हह?

 185#4 DESC:reason Ghode ki naal luck kyon laati hai?



Dataset Creation

 Get English annotated questions from dataset created by Li and Roth [5]

 Use python’s Goslate API to convert these questions to Hindi

 Manually do the following:

 Fix translation errors in Goslate output

 Repose the questions in a code mixed sense

 Transliterate the script-preserved code-mixed questions to roman script

 Done using “Sanscript” API : has problems with schwa deletion [8]

 Manually corrected as of now



Preliminary Results

 Data of 200 code-mixed sentences

 Used :

 Linear kernel SVM (one-vs-rest approach)

 Logistic regression classifier

 Performed 100 iterations of training and testing with both 
classifiers

 Split data randomly with 0.8 : 0.2 ratio







Further Work

 Use a tree kernel for SVM as proposed by Collin and Duffy [3] 

 Introduce adjacency features as proposed by Raghavi et al [2] 

 Use DCNN for sentence modelling – Kalbrechhner et al [6] 

Fig – Collin and Duffy
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