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AMR (Abstract Meaning 

Representation) 
 Who is doing what to whom in a 

sentence 

Semantic parsing is necessary for AMR 

 Different from a parse tree, it is abstract 



AMR (Abstract Meaning 

Representation) 
eg: “The London emergency services said that altogether 11 people 

had been sent to hospital for treatment due to minor wounds.” 

AMR: 



AMR (Abstract Meaning 

Representation) 
A single AMR can be expressed in various ways in English: 

eg. 

 

 

 

 

Can be expressed in the following ways: 

 The boy wants the girls to believe him 

 The boy desires the girl to believe him. 

 The boy desires to be believed by the girl. 

 The boy has a desire to be believed by the girl. 

 The boy’s desire is for the girl to believe him. 

 The boy is desirous of the girl believing him. 

https://github.com/amrisi/amr-guidelines/blob/master/amr.md 



AMR 

 AMR is represented using a rooted, 

directed acyclic graph with labels on 

edges (relations) and leaves (concepts) 

 Hence: 

1. Task1: Find concepts 

2. Task2: Find relations 



EARLIER WORK (JAMR) 

Jeffrey Flanigan, Sam Thomson, Jaime Carbonell, Chris Dyer, 

and Noah A Smith. A discriminative graph-based parser for 

the abstract meaning representation. 2014.  



Concept Identification 

 A sequence of words is fed into a tool 

called clex, which on the basis of some 

rules, returns a concept fragment from 

the training data.  



Relation Identification 

 We build a connected graph using the 
concepts as nodes 

 The following constraints are applied on the 
graph: 
1. Preserving (concept) 

2. Simple 

3. Connected  

4. Deterministic 

 Given constraints, we seek the maximum 
scoring subgraph based on the feature set in 
appendix 1 



Results 



Implementation of JAMR parser 
The London emergency services said that altogether 11 people had been 

sent to hospital for treatment due to minor wounds.” 



Challenges 

 Capturing the semantics of the sentence 

 Making the algorithm compatible all 

languages (since the baseline used a lot of 

English-specific rules) 



Approach 

 We are using Deep Bidirectional LSTM for semantic 

role labeling as proposed by Wei Xu and Jie Zhou in the 

below sited paper 

 Using this we get a semantically parsed graph, but with 

unlabelled edges. 

 

Jie Zhou and Wei Xu. End-to-end learning 

of semantic role labeling using recurrent 

neural networks. 2015. 



Approach 

 Now to label these edges, initially, we plan 

to  

◦ use the clex tool over each entity to recognize 

the concept it belongs to 

◦ and then use the relation identification 

function over these concepts, giving excessive 

weights to the edges found in the semantic 

parsed graph 

Jie Zhou and Wei Xu. End-to-end learning 

of semantic role labeling using recurrent 

neural networks. 2015. 



QUESTIONS? 



APPENDIX I 


