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1  Abstract

Conversational modelling is one of the most exciting problems in the
field of Natural Language Processing. Since Eliza[1], many attempts have been
made to improve the conversation model. But, most of these attempts were
restricted to specific domains[2] and required hand-crafted rules. The Neural
Conversation Model[3] tries to model our agent using just previous sentence or
sentences. It is trained end-to-end and hence, require less hand crafted rules.
Our agent can have simple conversations if trained with large enough dataset
even if it is as generic and noisy as a movie subtitle dataset.
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2 Traditional ChatBots

Traditionally, most chatbots that we have seen have used hand-crafted
rules for conversation.  But, making all these rules can be quite tedious. Also,
this also made making a open domain chatbot very difficult. Neural Networks
still existed but, they were mostly overlooked by the chatbots. The main reason
for this being that the Neural Networks require input and output to be of fixed
dimension .  But, in a conversation model,  we deal with variable input and
output length, and hence its dimensionality cannot be known a-priori. But, in
recent years we have seen many workarounds for this.

3 Neural Networks in ChatBots

Almost all of the work in Neural Conversation Modelling has been done
in the last few years. It is largely based on the work of Sutskever, et al.[4]
which uses neural networks to map sequences to sequences. This framework
was first used for neural machine translation and archival. As RNN, by itself,
suffers  from  vanishing  gradients,  a  variant  of  Long  Short  Term  Memory
(LSTM) RNN based on the works of Hochreiter et al[5] . The works of Sordoni
et  al.  [6]  and  Shang  et  al.[7]  also  used  RNN to  model  dialogue  in  short
conversations.  Our  approach  is  based  on  producing  answers  given  by  a
probabilistic  approach  to  maximize  the  correctness  of  answer  in  the  given
context.

4 Our Approach

We are using the approach suggested in the Neural Conversation Model
by Vinyals, et al[3].  It is based on the Seq2Seq[4] framework described above.
It  uses  two LSTMs :  one  for  encoding  and  one  for  decoding.  To  preser  e
context, the input sequence is the concatenation of what has been conversed so
far, and the output sequence is the reply.

Figure 1: The Neural Conversational Model
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Let  us  look  at  a  example  given  in  [3].  Suppose  we  observe  a
conversation between two persons and the first person utters ABC , and the“ ”
second person replies WXYZ . This segment of conversation is trained with to“ ”
produce a map from ABC  to WXYZ . The encoder reads the input ABC“ ” “ ” “ ”
until it gets the end of statement flag, in reserve order to generate a vector
embedding. This becomes the input of the decoder to train the first word W ,“ ”
and then, W  is again put back in the decoder along with the input ABC  to“ ” “ ”
generate next word.

5 Dataset

We trained our model on the OpenSubtitles dataset by Tiedemann[8] .
This dataset consists of movie conversations in XML format. Our training and
validation split has 62M sentences (923M tokens) as training examples, and the
validation set has 26M sentences (395M tokens). The split is done in such a
way that each sentence either appear together in the training set or test set but
not both. The OpenSubtitles dataset is quite large, and rather noisy because
consecutive sentences may be uttered by the same character. Given the broad
scope of movies, this is an open-domain conversation dataset.

5.1 Pre-processing

We have  the  dataset  in  XML format.  We did  a  simple  parsing  to
remove the XML tags and add an end of statement indicator at the end of each
statement. We also removed obvious non-conversational text like hyperlinks,
movie title and names of the creators. The speaker of a statement was not
indicated in the dataset, so we just assumed  consecutive statements were made
in response to the previous one.

6 Implementation

We tried to use Keras library for implementation of our model. But,
due to the sequencial nature of our input, it failed to create a proper LSTM for
our purpose. So, we shifted to TensorFlow.

6.1 Tensor Flow

TensorFlow  is  the  open  source  library  for  machine  intelligence  by
Google. It provided for an easy implementation of the Seq2Seq model using a
custom python wrapping called Bazel.
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6.2 System

We training  out  model  on a  GPU.  The  machine  we  are  using  has
Nvidia GTX 760 GPU, which will handle the training of our model. This GPU
has CUDA support with 1664 CUDA cores.

7  Future Work

This model is currently trained on a very noisy OpenSubtitles Dataset.
In the future we would like to test on a more structured dataset with a closed
domain for better results. Also, currently the model is completely unsupervised.
Hence, with little supervision we can achieve a lot better results.
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