
CS671A: Introduction to Natural Language Processing 

Project Proposal 

 

A Neural Conversational Model 
Aadil Hayat Masare Akshay Sunil 

13002 12403 
 

Introduction 

 Conversational modelling is one of the most exciting problems in the field of Natural 

Language Processing. Since Eliza[1], many attempts have been made to improve the 

conversation model. But, most of these attempts were restricted to specific domains[2] and 

required hand-crafted rules. The Neural Conversation Model[3] tries to model our agent 

using just previous sentence or sentences. It is trained end-to-end and hence, require less 

hand crafted rules. Our agent can have simple conversations if trained with large enough 

dataset even if it is as generic and noisy as a movie subtitle dataset. 

 

 

 

 



Related Work 

 Almost all of the work in Neural Conversation Modelling has been done in the last 

two years. It is largely based on the work of Sutskever, et al.[4] which uses neural networks 

to map sequences to sequences. This framework was first used for neural machine 

translation and archival. As RNN, by itself, suffers from vanishing gradients, a variant of Long 

Short Term Memory (LSTM) RNN based on the works of Hochreiter et al[5]. The works of 

Sordoni et al.[6] and Shang et al.[7] also used RNN to model dialogue in short conversations. 

Our approach is based on producing answers given by a probabilistic approach to maximize 

the correctness of answer in the given context. 

 

Dataset 

 We plan to train our model on the OpenSubtitles dataset by Tiedemann[8]. This 

dataset consists of movie conversations in XML format. Our training and validation split has 

62M sentences (923M tokens) as training examples, and the validation set has 26M 

sentences (395 tokens). The split is done in such a way that each sentence either appear 

together in the training set or test set but not both. The OpenSubtitles dataset is quite large, 

and rather noisy because consecutive sentences may be uttered by the same character. 

Given the broad scope of movies, this is an open-domain conversation dataset. 

 

Approach 

 The approach is based on the sequence-to-sequence framework[5]. The input 

sequence is read one token at a time and predicts the output sequence. The learning is done 

during training via backpropagation as the output sequence is given to the model. The 

model is trained to maximize cross entropy of correct sequence context. 

 Suppose, first person says “ABC”, and the second person replies “WXYZ”. We can use 

an RNN to train a map from “ABC” to “WXYZ” as shown in the figure below. 
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