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Visual Question Answering
Given an image, and a natural language-like question, find the correct answer to it

 Training on a set of triplets (image, question, answer).
 Free-form and open-ended questions.
 Answers can be single word or multiple word.

Lin Ma et al 2015



Datasets

 DAQUAR(DAtaset for QUestion Answering on Real-world images) – 1450 images 
and 12468 questions related to them. On an average 12 words per question.

 VQA(Visual Question Answering) dataset – 254,721 images, 764,163 questions, 
9,934,119 answers

 Wu-Palmer Similarity Measure(WUPS score) is used for performance evaluation 
– Script by Malinowski M. 

Malinowski et al. 2014
Anton et al. 2015

Wu et al. 1994



Challenges

 The output is to be conditioned on both image and language inputs.
 A better representation of the image content is essential

 Interactions between the two modalities need to appropriately modelled.
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Previous Approaches

 Neural-based approach - image representation from a CNN is fed to each hidden layer of a single 
LSTM. The LSTM then models the concatenation of question and answer.

 mQA approach – 4 units - an LSTM to extract the question representation, a CNN to extract the 
visual representation, an LSTM for storing the linguistic context in an answer, and a fusing component to 
combine the information from the first three components and generate the answer. 

 VIS + LSTM - Here the image is treated as a single word, and the intermediate representation of the 
input thus obtained is used for classification into the correct class, which is the single word answer.

 CNN approach - uses 3 CNN’s - one to extract sentence representation, one for image 
representation, and the third is a multimodal layer to fuse the two.

Malinowski et al. 2015
Gao et al. 2015

Kiros et al. 2015
Lin Ma et al. 2015



CNN model 
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Image CNN
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Simoyan et al. 2015



Sentence CNN
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Multimodal Convolutional Layer
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Proposed Modification 
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Input to LSTM  

Skip-gram word embeddings from the question sentence 

Mikolov et al. 2013
https://code.google.com/p/word2vec/



LSTM  

Malinowski et al. 2015
https://github.com/junhyukoh/caffe-lstm
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