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Abstract

We present a framework for studying protein fold-
ing pathways and potential landscapes which is based
on techniques recently developed in the robotics mo-
tion planning community. Our focus in this work is
to study the protein folding mechanism assuming we
know the native fold. That is, instead of perform-
ing fold prediction, we aim to study issues related
to the folding process, such as the formation of sec-
ondary and tertiary structure, and the dependence of
the folding pathway on the initial denatured confor-
mation. Our work uses Probabilistic Roadmap (prm)
motion planning techniques which have proven suc-
cessful for problems involving high-dimensional con-
figuration spaces. A strength of these methods is
their efficiency in rapidly covering the planning space
without becoming trapped in local minima. We have
applied our prm technique to several small proteins
(∼ 60 residues) and validated the pathways computed
by comparing the secondary structure formation or-
der on our paths to known hydrogen exchange exper-
imental results.

An advantage of the prm framework over other
simulation methods is that it enables one to easily
and efficiently compute folding pathways from any
denatured starting state to the (known) native fold.
This aspect makes our approach ideal for studying
global properties of the protein’s potential landscape,
most of which are difficult to simulate and study
with other methods. For example, in the proteins we
study, the folding pathways starting from different
denatured states sometimes share common portions
when they are close to the native fold, and moreover,
the formation order of the secondary structure ap-
pears largely independent of the starting denatured
conformation. Another feature of our technique is
that the distribution of the sampled conformations is
correlated with the formation of secondary structure,
and in particular appears to differentiate situations
in which secondary structure clearly forms first and
those in which the tertiary structure is obtained more
directly. Overall our results applying prm techniques
are very encouraging, and indicate the promise of our
approach for studying proteins for which experimen-
tal results are not available.

1 Introduction

The goal of motion planning is to compute a se-
quence of valid intermediate states that transform a
given initial state (the start) into some desired fi-
nal state (the goal). While we recognize that pro-

tein folding is vastly more complicated than tradi-
tional motion planning applications in robotics, mo-
tion planning algorithms are often described using an
abstraction called configuration space (C-space) that
is sufficiently general to apply to many seemingly un-
related problems. Briefly, the configuration space, or
C-space, of a movable object is the space consisting
of all positions and orientations of the object. For
proteins, the configuration space is also commonly
referred to as conformation space. In this paper, we
use configuration (space) and conformation (space)
interchangably.

In this work, we concentrate on the application of
the successful probabilistic roadmap (prm) [26] mo-
tion planning method to protein folding. We have se-
lected the prm paradigm due to its proven success in
exploring high-dimensional configuration spaces. In-
deed, the prm methodology has been used to study
the related problem of ligand binding [8, 43], which
is of interest in drug design. The results were quite
promising and show the potential of the method for
problems in computational biology and chemistry.
Our success [45, 46] in applying this methodology to
folding problems such as carton folding (with appli-
cations in packaging and assembly [35]), and paper
crafts (studied in computational geometry [38]), pro-
vided some evidence of the feasibility of this approach
for determining protein folding sequences. For exam-
ple, note the parallels between the periscope paper
model folding and the small polypeptide folding in
the path snapshots shown in Figures 1 and 2, respec-
tively [45]. We have obtained promising results with
this prm-based technique on several small proteins
(∼ 60 amino acids, which we model using ∼ 120 de-
grees of freedom).

There are large and ongoing research efforts whose
goal is to determine the native folds of proteins (see,
e.g., [41, 32]). In this paper, we assume we already
know the native fold, and our focus is on the folding
process, i.e., how the protein folds to that state from
some initial state. Many researchers have remarked
that knowledge of the folding pathways might provide
insights into and a deeper understanding of the na-
ture of protein folding [21, 42]. Although there have
been some recent experimental advances [17], com-
putational techniques for simulating this process are
important because it is difficult to capture the folding
process experimentally. In our work, we exploit the
fact that the native structure of the protein is known
to focus our exploration of the conformation space
to regions around the native fold. Knowledge of the
native state has also been used by other researchers,
such as Baker and co-workers [1, 6] and Muñoz and
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(a) (b) (c) (d)

Figure 1: Snapshots of a carton folding.

(a) (b) (c) (d)

Figure 2: Snapshots of a 10 ALA chain folding.

Eaton [37] who use the topology of the native state
to predict the folding rates and mechanisms of some
proteins. Advantages of our prm approach are that
it efficiently covers a large portion of the planning
space, in this case, the conformation space, and that
it enables one to easily and efficiently compute folding
pathways from any denatured starting state (includ-
ing the traditionally studied extended conformation)
to the native fold. This aspect makes our approach
ideal for studying global properties, such as secondary
structure formation and the funnel structure of the
protein’s potential landscape. For example, we have
found that folding pathways extracted from the same
roadmap for different starting denatured states usu-
ally share common portions when they are close to
the native state. Another feature of our technique is
that the distribution of the sampled conformations is
correlated with the formation of secondary structure,
and in particular appears to differentiate situations
in which secondary structure clearly forms first and
those in which the tertiary structure is obtained more
directly. Such global issues are difficult to simulate
and study with other traditional methods, such as
molecular dynamics.

The fact that a protein’s three-dimensional struc-
ture is determined by its amino acid sequence was

first demonstrated in Anfinsen’s pioneering work [5].
Since then, many different approaches for predicting
protein structure have been explored (see [49] for a
review). We note that our work is different in focus
from such studies because it assumes a priori knowl-
edge of the native fold and concentrates on determin-
ing the folding pathways. In folding simulations for
protein structure prediction, several computational
approaches have been applied to this exponential–
time problem, including energy minimization [33, 51],
molecular dynamics simulation [31], Monte Carlo
methods [14, 27], and genetic algorithms [11, 50].
Among these, molecular dynamics is most closely re-
lated to our approach. Much work has been carried
out in this area [15, 16, 19, 31], which tries to simu-
late the true dynamics of the folding process using the
classical Newton’s equations of motion. The forces
applied are usually approximations computed using
the first derivative of an empirical potential function.
The advantage of using molecular dynamics is that
it helps us understand how proteins fold in nature.
It also provides a way to study the underlying fold-
ing mechanism, to investigate folding pathways, and
can provide intermediate folding states. However, the
simulations required for this approach are computa-
tionally intensive and time-dependent. They are also
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heavily dependent on the initial conformation and
can easily result in local minima. Most proposed
techniques have tremendous computational require-
ments because they attempt to simulate complex ki-
netics and thermodynamics. Our work provides an
alternative approach that finds approximations to the
folding pathways while avoiding local minima and de-
tailed simulations.

1.1 Outline

We begin in Section 2 with an overview of probabilis-
tic roadmap motion planning methods and describe
how they can be applied to compute folding pathways
for proteins. Next, in Section 3, we briefly describe
our potential energy computations, and in Section 4
we discuss our approach for validating the pathways
computed by our method. Our results for a 10-ALA
polypeptide chain and two small proteins (the B do-
main of protein A and the B1 domain of protein G)
are presented in Section 5. We conclude with some
final remarks in Section 6.

2 A Probabilistic Roadmap

Method for Protein Folding

Given a description of the environment and a movable
object (the ‘robot’), the motion planning problem is
to find a feasible path that takes the movable ob-
ject from a given start to a given goal configuration
[29]. Since there is strong evidence that any complete
planner (one that is guaranteed to find a solution, or
determine that none exists) requires time exponen-
tial in the number of degrees of freedom (dof) of the
movable object [29], attention has been focussed on
randomized or probabilistic methods.

Our approach to the folding problem is based on
the probabilistic roadmap (prm) approach to motion
planning [26]. Briefly, prms work by sampling points
‘randomly’ from C-space, and retaining those that
satisfy certain feasibility requirements (e.g., they cor-
respond to collision-free configurations of the mov-
able object, see Figure 3(a)). Then, these points
are connected to form a graph, or roadmap, using
some simple planning method to connect ‘nearby’
points (see Figure 3(b)). During query processing,
paths connecting the start and goal configurations
are extracted from the roadmap using standard graph
search techniques (see Figure 3(c).)

A major strength of prms is that they are quite
simple to apply, even for problems with high-
dimensional configuration spaces, requiring only the

Figure 4: The φ and ψ angles in an amino acid [23].

ability to randomly generate points in C-space, and
then test them for feasibility (the local connection
can often be performed using multiple applications
of the feasibility test).

The protein folding problem has a few notable dif-
ferences from usual prm applications. First, the tra-
ditional collision-free constraint is replaced by a pref-
erence for low energy conformations. In particular,
the way in which a protein folds depends on the po-
tential energy of the conformations at each step in
the process. In general, the lower the potential, the
more stable the conformation, and the native state
of the protein is thought to be the global minimum.
In the folding process, transitions from configurations
with higher potential to configurations with lower po-
tential are favored. The protein will, however, pass
through local minima and maxima states when fold-
ing. Second, in prm applications, it is often con-
sidered sufficient to find any feasible path connecting
the start and goal configurations. For protein folding,
however, we are interested in the quality of the path,
and in particular, we are searching for energetically
favorable paths.

2.1 C-spaces of folding objects

The amino acid sequence is modeled as a multi-link
tree-like articulated ‘robot’, where flexible positions
(e.g., atomic bonds) correspond to joints and rigid
portions (e.g., atoms) correspond to links. Using a
standard modeling assumption for proteins [49], we
consider all atomic bond lengths and bond angles to
be constants, and consider only phi/psi torsional an-
gles, which we model as two revolute joints (2 dof),
see Figure 4. Side chains are modeled as spheres and
are given no degrees of freedom. Thus, for an amino
acid sequence with k amino acids (often referred to
as residues), our model will consist of 2k links and
2(k − 1) revolute joints.
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Figure 3: A prm roadmap in C-space. A prm roadmap: (a) after node generation, (b) after the connection
phase, and (c) using it to solve a query.

The joint angle of a revolute joint takes on values
in [0, 2π), with the angle 2π equated to 0, which is
naturally associated with a unit circle in the plane,
denoted by S1. Assuming some position and orienta-
tion for one of the links (the base), the positions of
each of the remaining links can be specified by the
joint angle between the link and some adjacent link.
Thus, since we are not concerned with the absolute
position and orientation of the object in the environ-
ment (i.e., we can use any nominal position for the
base link), a configuration of an n joint tree-like artic-
ulated object can be specified by a vector of n joint
angles. That is, the configuration space of interest
for a protein with n+1 amino acids can be expressed
as:

C = {q | q ∈ S2n}. (1)

Note that C simply denotes the set of all possible
configurations, but says nothing about their feasibil-
ity. For our protein folding applications, the validity
of a point in C will be determined by potential energy
computations.

2.2 Node generation

A configuration q ∈ C can be generated by assigning
each joint angle a value in its allowable range. After
the joint angles are known, the coordinates of each
atom in the system are calculated, and these are then
used to determine the potential energy of the confor-
mation (see Section 3). The node q is accepted and
added to the roadmap based on its potential energy
E(q) with the following probability:

P (accept q) =







1 if E(q) < Emin
Emax−E(q)
Emax−Emin

if Emin ≤ E(q) ≤ Emax

0 if E(q) > Emax

(2)

This acceptance criterion was also used when building
prm roadmaps for ligand binding in [43]. This filter-

ing helps us to generate more nodes in low energy re-
gions. In our case, we set Emin = 50000 KJouls/mol
and Emax = 89000 KJouls/mol. A configuration with
overlapping side chains, for example, has higher po-
tential and is thus more likely to be rejected during
node generation.

2.2.1 Gaussian sampling – Concentrated
sampling near the native state

Due to the high dimensionality of the conformation
space, simple uniform sampling would have to be very
dense to cover the conformation space sufficiently to
reliably characterize the important features of the po-
tential energy landscape. One idea is to use the Ra-
machandran plot [40] to bias our sampling. This is
appealing, since it shows the distribution of the φ and
ψ angles for the residues. However, an argument sim-
ilar to the Levinthal paradox shows that the resulting
space is still too large to be sampled efficiently.

Fortunately, in our case, a more focussed sampling
strategy can be devised based on the fact that we as-
sume that the native fold is known a priori.1 Thus,
we can take advantage of this knowledge and design
a sampling strategy biased around the native fold
with the goal of characterizing the potential land-
scape leading to the native fold. In particular, we
select a set of normal distributions around the native
fold and sample from these distributions. The set of
standard deviations (STDs) we use in the results pre-
sented here are {5◦, 10◦, 20◦, 40◦, 80◦, 160◦}. The
small STDs capture the detail around the goal, while
the larger STDs ensure adequate roadmap coverage of
the conformation space. Our simulation results pre-

1We would like to remind the reader that the focus of the
work presented here is not to predict native folds, but rather
to study folding pathways and potential funnels leading to a
known native fold.
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sented in Section 5 show that this Gaussian sampling
strategy is very useful.

Similar biased sampling strategies have been ap-
plied successfully in robotics applications [2, 10, 20,
22, 25, 30, 52], where oversampling in and near nar-
row passages in C-space is crucial for some prob-
lems. In recent work, Baker and co-workers [6, 1]
and Muñoz and Eaton [37] have used knowledge of
the topology of the native state to predict the folding
rates and mechanisms of some proteins.

2.3 Connecting the roadmap

The second phase of the algorithm is roadmap con-
nection. For each node, we first find its k nearest
neighbors in the roadmap for some small constant k,
and then try to connect it to them using some simple
local planner. In our results, k = 20 and the dis-
tance metric used was Euclidean distance in C. We
also experimented with RMSD distances, and found
that the Euclidean distance was not only faster (by
a factor of 5-10), but also resulted in better, denser
connection.

Each connection attempt performs feasibility
checks for n intermediate conformations between the
two corresponding nodes as determined by the cho-
sen local planner (the number of such conformations
is determined by the desired resolution which may
be set by the user). In our simulations, we use the
common straight-line local planner, which interpo-
lates without bias along the straight line in C con-
necting the two roadmap nodes [3]. If there are still
multiple connected components in the roadmap af-
ter this stage (which is generally the case, and is in
fact sometimes unavoidable, see, e.g., [9, 12]), other
techniques will be applied to try to connect different
connected components (see [2] for details).

When two nodes q1 and q2 are connected by
the local planner, the corresponding edge is added
to the roadmap. We associate a weight with
each edge (q1, q2). The weight is computed by
examining the sequence of conformations {q1 =
c0, c1, c2, . . . , cn−1, cn = q2} on the straight line in
C connecting q1 and q2. For each pair of consecutive
conformations ci and ci+1, the probability Pi of mov-
ing from ci to ci+1 depends on the difference between
their potential energies ∆Ei = E(ci+1) − E(ci).

Pi =

{

e
−∆Ei

kT if ∆Ei > 0
1 if ∆Ei ≤ 0

(3)

This keeps the detailed balance between two adjacent
states, and enables the weight of an edge to be com-
puted by summing the logarithms of the probabilities

for all pairs of consecutive conformations in the se-
quence. (Negatives of the logs are used since each
0 ≤ Pi ≤ 1.)

w(q1, q2) =

n−1
∑

i=0

−log(Pi), (4)

By assigning the weights in this manner, we can find
the most energetically feasible path in our roadmap
when performing queries. A similar weight function,
with different probabilities, was used in [43].

2.4 Querying the roadmap

The resulting roadmap can be used to find a feasi-
ble path between given start and goal conformations.
This is done a bit differently than usual for prms.
Usually, attempts are made to connect the start and
the goal to the same connected component of the
roadmap. If this succeeds, a path is returned, oth-
erwise failure is reported.

For our protein folding problems, we already have
the goal (the native state) in the roadmap (since
it is known a priori and is exploited during sam-
pling as described in Section 2.2.1). For the start-
ing conformation (any denatured state), we connect
it into the roadmap, just as was done for the other
roadmap nodes during the connection phase (Sec-
tion 2.3). Dijkstra’s algorithm [13] is then used to
find the smallest weight path between the start and
goal conformations. If the potential of some interme-
diate node is too large (as compared to some predeter-
mined maximum), we remove the offending edge from
the roadmap and repeat the process. This could oc-
cur because we can elect to enforce different, stricter
thresholds in the query phase than were used in the
roadmap construction phase. We have found that en-
forcing different requirements in the construction and
query phases often decreases construction time signif-
icantly while impacting the query time only slightly
[48]. Moreover, adding the start to the roadmap
in this manner facilitates our search for the lowest
weight path and augments the roadmap after each
query is performed (this has been noted as a possible
optimization for regular prm applications as well).

2.4.1 Path smoothing

Since the nodes are generated randomly and con-
nected using straight–line connections, the path re-
turned by the query could possibly be improved by
targeted local deformations. This process is often
called smoothing in the robotics literature, and it is
widely recognized that paths computed using prms
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benefit from smoothing [26]. Basically, we attempt to
‘push,’ or deform, the given path into a better path.
We used this strategy successfully in Computer Aided
Design (CAD) applications to transform invalid user-
collected paths into valid paths [7].

There exist many possible resampling strategies.
We have applied the following simple method. We
resample around all the nodes on the query path that
have higher potential than some user specified thresh-
old. For each such node c, we generate k neighboring
nodes Nc (we used k = 10). If all nodes in Nc have
higher potential than c, we stop. Otherwise, we let c′

be the node in Nc with lowest potential, and repeat
the process by generating neighbors of c′. We repeat
this process for some fixed number of iterations. Es-
sentially, this can be viewed as an approximate gradi-
ent descent operation. After all nodes have been pro-
cessed, we connect the new nodes into the roadmap
and then perform the query again.

3 Potential Energy Computa-

tions

In our model of each amino acid, we treat the side
chain as a single large ‘atom’ R, located at the Cβ

atom. Therefore, as shown in Figure 4, each amino
acid thus modelled consists of six atoms: one nitrogen
(N), one hydrogen (H), one oxygen (O), two carbons
(C and Cα), and Cβ/R. For example, for the 10 ala-
nine polypetide chain (10-ALA) example we studied,
R is composed of the Cβ atom and three hydrogen
atoms. It is treated as an ”extended carbon atom”
for the van der Waals interaction in [31] (see also the
caption of Table 1).

We now describe the simple potential energy func-
tion we used. We start with:

Utot =
∑

restraints

Kd{[(di − d0)
2 + d2

c ]
1/2 − dc}

+
∑

atom pairs

(A/r12ij −B/r6ij), (5)

which is similar to the potential used in [31]. The first
term represents constraints which favor the known
secondary structure through main-chain hydrogen
bonds and disulphide bonds. The parameterKd is set
to 100 KJ/mol, and the distances are d0 = dc = 2Å,
and di is the separation between hydrogen atom and
oxygen atom. The second term corresponds to the
van der Waals interaction among the atoms. The pa-
rameters for the van der Waals interaction are listed
in Table 1, which encodes strong perference for inter-
actions between oxygon and hydrogen atoms.

Van der Waals Parameters

Bond Type A B ε r
0

H..H 290 1.07 0.0010 2.8525

O..O 145,834 328 0.18479 3.1005

N..N 3952850 2556 0.41315 3.8171

C..C 3075695 953 0.07382 4.3150

A..A 1200965 425 0.03763 4.2202

H..O 2913 241 5.0 1.7

Table 1: Van der Waals Parameters. -ε is the mini-
mum potential energy at separation r0, which is the
equilibrium radius. They are presented here for com-
parative purposes. The atom types are defined as fol-
lows: O is oxygen, N is nitrogen, H is hydrogen, C
denotes extended carbon atoms, and A denotes car-
bon atoms in a carbonyl or carboxyl group. For the
interactions of other atom pairs, we use the geometric
means of the A and B values of the atoms involved,
for example, AO..N = (AO..O ∗AN..N )1/2[31].

We used this potential only for our 10-ALA
polypeptides and no restraints were set (i.e., the first
term in Equation (5) is 0). In this case, the potential
is therefore the van der Waals potential plus implicit
hydrogen bonds.

However, even for relatively small proteins (around
60 residues), there are nearly one thousand atoms.
Non-hydrogen atoms also number in the hundreds.
Therefore, performing all pairwise van der Waals po-
tential calculations (the second summation) can be
computationally intensive. To reduce this cost, we
use a step function approximation of the van der
Waals potential component. Our approximation con-
siders only the contribution from the side chains. For
a given conformation, we calculate the coordinates of
theR ‘atoms’ (our spherical approximation of the side
chains) for all residues. If any two R atoms are too
close (less then 2.4 Å during node generation and 1.0
Å during roadmap connection), a very high potential
is returned. The side chain is chosen for this purpose
because it mainly reflects the geometric configuration
of a residue. By doing this, the computational cost
is reduced by two orders of magnitude. Our results
indicate that enough accuracy seems to be retained
to capture the main features of the interaction for the
proteins we study.

In particular, if the minimum distance is less than
1.0 Å, we return a very large value; if the minimum
distance is greater than 1.0 Å but less than 2.4 Å,
we return a value of larger than Egen

max, but smaller
than Econ

max, where Egen
max and Econ

max are the maximum
thresholds for node generation and node connection,
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respectively. Therefore, a conformation where the
minimum distance between any pair of R atoms is
less than 1.0 Å is always invalid, while a conforma-
tion where the minimum distance is 1.0-2.4 Å is in-
valid during node generation, but valid during node
connection. This relaxation during connection allows
proteins to go through higher potentials during the
connection phase [43, 44]. Currently, we set Egen

max =
89000 KJ/mol and Econ

max = 300,000 KJ/mol for all
proteins studied except 10-ALA, for which we set
them as 500 and 600 KJ/mol, repectively.

If all the distances between all R atoms is larger
than 2.4 Å, we proceed to calculate the potental as
follows (we don’t have van der Waals term):

Utot =
∑

restraints

Kd{[(di−d0)
2+d2

c ]
1/2−dc}+Ehydrophobic,

(6)

The first term is exactly the same as in Equa-
tion (5), i.e., it represents constraints which favor
the known secondary structure through main-chain
hydrogen bonds and disulphide bonds. The hydro-
gen bond and disulphide bond information is ob-
tained from a program called “DSSP” [24], and is
then passed to our code as part of the input. The
second term is the hydrophobic effect and is con-
sidered in the following simplistic way. We assign
a hydrophobicity value of 1 to all non-polar amino
acids, and 0 to the rest. When the sidechains (the
R “atoms” to be exact) of any two non-polar amino
acids come within a distance of Rh, the potential is
decreased by Eh. In our case, we set Rh = 6 Å and
Eh = 20KJ/Mol. The hydrophobicity information
of a given protein is also passed to our code.

4 Validating Folding Pathways

For the protein folding pathways found by our prm

framework to be trusted, we must find some way
to validate the method with known results. Even
though the folding pathways provided by prms can-
not be explicitly associated with actual timesteps,
they do provide us with a temporal ordering. There-
fore, we could study the following features:

• The intermediate or transition states on the
pathway, and the order in which they are ob-
tained.

• Secondary structure formation order.

Folding intermediates have been an active research
area over the last few years, even though there is still

debate about whether a protein must go through par-
ticular intermediate states to reach the native confor-
mation, see, e.g., [36]. (This is thought to be true for
some, but not all, proteins.) Therefore, one possibil-
ity is to compare our folding pathways with experi-
mental results known about folding intermediates. If
it is useful to identify intermediate states, and the
prm technique is shown to be successful in determin-
ing them, then this approach could prove to be a
valuable tool for studying protein structure forma-
tion.

The formation order of secondary structures is also
an interesting feature to study. For example, a tech-
nique to extract secondary structure formation or-
der and its relation to tertiary structure formation
would be a valuable tool for investigating issues such
as whether secondary structure always forms before
the tertiary structure, or if instead tertiary structure
is formed in a one-stage transition. In this paper, we
focus on validating our folding pathways by compar-
ing the order in which the secondary structures form
in our paths to results for some small proteins that
have been determined by hydrogen exchange (native
state out-exchange and pulse labeling) experiments
[34]. These results are presented in Section 5.4.

5 Results and Discussion

We now describe protein folding results obtained us-
ing our prm-based approach. In this paper we can
only show path snapshots; movies showing the fold-
ing process can be found on our webpage [4].

5.1 Implementation details

The prm code we used was our group’s C++ motion
planning library [2], which implements a variety of
prm variants. The experiments were performed on
an Intel Pentium III 550 MHz PC.

5.2 Proteins studied

We first study a polypeptide with ten Alanine amino
acids. This is a small enough structure that we can
study it in detail, and for which we can afford more
precise potential energy computations. This model
is from the IMB Jena Image Library of Biological
Macromolecules [23].

We next present results for two small proteins.
The structures for all proteins studied were obtained
from the indicated pdb file from the Protein Data
Bank [39]. Protein GB1 (streptococcal protein G,
immunoglobulin-binding domain B1, pdb: 1GB1) has
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56 amino acids (112 dof) and consists of one alpha he-
lix and one four strand beta sheet. Beta strands 1 and
2 form the N-terminal hairpin, and beta strands 3 and
4 form the C-terminal hairpin. Protein A (Staphylo-
coccus Aureus Protein A, immunoglobulin-binding B
domain, pdb: 1BDD) has 60 amino acids (120 dof)
and consists of three alpha helices. Illustrations of
proteins GB1 and A are shown in Figures 12 and 13.

In addition, we study in less detail several other
proteins: CTX III (60 amino acids, pdb: 2CRT), Cy-
tochrome C (104 amino acids, pdb: 1HRC), hen egg
white Lysozyme (129 amino acids, pdb: 1UIH), and
α-Amylase Inhibitor (74 amino acids, pdb: 1HOE).

5.3 Roadmap construction: sampling

and efficiency

Table 2 shows roadmap statistics for the 10-ALA
chain and proteins A and GB1. As can be seen, the
largest roadmaps constructed for the proteins took
about 6 hours on a Pentium III 550 MHz PC. Given
the roadmap (which is constructed once during pre-
processing), the time to extract a folding path (the
query time) from any random starting conformation
is feasible (less than 7 minutes for our largest prob-
lems).

Since the roadmap nodes reflect the conformation
space of a given protein (particularly near the native
state), it is instructive to examine the distribution of
the sampled nodes. Figure 5(a-c) shows the φ vs. ψ
distributions for the 10-ALA chain, and for proteins
GB1 and A, respectively. The effect of our graduated
normal sampling distribution (Section 2.2.1) around
the native fold is clearly seen from the dense sampling
around the α and/or β regions.

Figure 5(d-f) shows the node distributions in terms
of their RMSD distance from the goal and their po-
tential. These plots provide a glimpse of the shape of
the funnel nature of the potential landscape around
the native fold, where all dimensions have been col-
lapsed into the RMSD distance. It is interesting to
note the differences in the plots for protein GB1 and
protein A. As discussed in more detail in Section 5.6,
we believe these distributions can provide insight into
folding behavior.

5.4 Validation of folding pathways

While the paths encoded in our roadmaps cannot be
associated with any real time, they do give a temporal
ordering for the conformations on the pathway. Thus,
we can attempt to validate our pathways by compar-
ing the secondary structure formation order on our

paths with experimental results providing this infor-
mation. In particular, we use hydrogen exchange ex-
perimental results (see [34]) which have been used to
indicate which secondary structure components are
the last to unfold (the slow exchange core, identi-
fied by native state out-exchange experiments) or the
first to form (the folding core, identified by pulsed-
labeling experiments). There is some disagreement
in the community as to whether the slow exchange
core is also the folding core, but we have focussed on
examples in which there is agreement.

For this purpose we study proteins GB1 and A.
In both cases, the extended amino acid chain is the
starting denatured conformation. It is connected to
the roadmap, and then we compute the minimum
weight path in the roadmap connecting it to the na-
tive three-dimensional structure. Snapshots of fold-
ing paths found by our planner for protein GB1 and
protein A are shown in Figure 7 and Figure 8, re-
spectively. We then examined our paths to determine
the order in which secondary structure appears. This
was done both visually and more formally by deter-
mining when residues in the helix or beta sheet were
within the appropriate distance of each other to form
the structure (i.e., when the necessary contacts are
formed [18]).

In general, our results are very encouraging. For
both proteins studied, the formation order of the sec-
ondary structures on our paths seems to agree with
the experimental results. Thus, while further investi-
gation and tuning of the prm technique for proteins is
still needed, our preliminary findings show that this
motion planning approach is a potentially valuable
tool. For example, it could be used to study the sec-
ondary structure formation order for proteins where
this has not yet been determined experimentally.

5.4.1 Visual identification of secondary
structures

Protein GB1 has 56 residues (112 dofs), and con-
sists of an alpha helix and a four strand beta sheet.
The beta sheet is composed of the N-terminal and
C-terminal beta hairpins. Pulse-labeling experimen-
tal results [28, 34] indicate that the alpha helix and
the C-terminal hairpin form first and are protected
during hydrogen-deuterium exchanges. Native state
out-exchange results also indicate the helix is in the
slow exchange core. The path found by our method is
consistent with these results. For example, from the
snapshots shown in Figure 8, one can clearly see that
alpha helix in the middle of the polypeptide forms
first.

8



Protein Folding Roadmap Construction Statistics

Model dof Gen Con #N sam #N BigCC #edges Query #N path

polypeptide 20 22 271 500 491 6034 2.2 7

10-ALA 88 1245 2000 1992 24847 50 10

440 10607 10000 9988 128713 263 8

Protein 112 60 703 500 499 6263 13 6

GB1 241 3020 2000 1998 25681 50 9

1226 21941 10000 9997 130774 394 6

Protein 120 90 750 500 497 6148 16 9

A 362 3246 2000 1990 25044 57 8

1765 22768 10000 9975 127854 357 7

Table 2: Roadmap construction statistics for Protein GB1 and Protein A. ‘Gen’, ‘Con’ and ’Query’ represent
the node generation, connection and query times in seconds, resp. ‘#N sam’ is the number of sampled nodes.
‘#N BigCC’ is the number of the nodes in the biggest connected component of the roadmap, ‘#edges’ is the
total number of edges, and ‘#N path’ is the number of roadmap nodes in the final folding path.

Protein A has 60 residues (120 dofs), and consists
of three alpha helices. The pulse-labeling results [34]
show that the three alpha helices form at about the
same time and are in the folding core. Our paths
seem to be consistent with these results, as seen in
the path snapshots in Figure 7.

5.4.2 Contact distance identification of sec-
ondary structures

As a more formal means of validating when secondary
structures form in our paths, we have analyzed them
in terms of the time steps in which the necessary
contacts are formed between hydrophobic residues,
e.g., as in [18]. First, to determine the hydrophobic
contacts in the native state, we compare all pairs of
Cα atoms of hydrophobic residues and those that are
within 7 Å of each other are said to form a native
contact. Then, when analyzing a conformation q, if
the corresponding Cα atoms are ≤ 7 Å apart, we de-
termine the contact is present in q; for each native
contact, we record the time step on our path when
it appears. To determine when a secondary structure
appears, we compute the average appearance time for
the contacts which determine that structure. In addi-
tion to providing a more formal method of validation,
contact distances provide us with a tool for perform-
ing more detailed analysis of the folding pathways.

Contact distance analysis was performed on the
paths for proteins GB1 and A. The results are shown
in Figures 9 and 10. In the figures, the full contact
matrix (among hydrophobic residues) is presented on
the right, and blow-ups of the indicated regions are
shown on the left. The cells of the blow-ups contain
the time step in which the indicated contact formed
in our path. For example, for protein GB1, blow-

up I shows the contact between residues 34 and 38
appeared at time step 122 on our path. To get an
approximation of the time step in which a particular
structure appeared, we average the appearance time
steps for all of its contacts.

Illustrations of proteins GB1 and A labeling the al-
pha helices and beta strands are shown in Figures 12
and 13, respectively. For protein GB1 (Figure 9),
the alpha helix (I) formed around time step 114 (the
average of the time steps in I), the C-terminal hair-
pin (III, beta strands 3 and 4) formed around time
step 131, the N-terminal hairpin (II, beta strands 1
and 2) formed around time step 135, and the two
hairpins come together (IV, contacts form between
beta strands 1 and 4) around time step 141. For pro-
tein A (Figure 10), alpha helix 3 (IV) formed around
time step 151, alpha helix 1 (I) formed around time
step 157, alpha helix 2 (III) formed around time step
161, the contacts between helices 2 and 3 (V) formed
around time step 195, and the contacts between he-
lices 1 and 3 (II) formed around time step 200. Thus,
in both cases, the contact analysis further validated
our paths with the known experimental results [34].

5.5 Sensitivity to Sampling Density

An important consideration for a sampling based
method like prm is to decide how many samples are
sufficient to accurately map the interesting portion
of the conformation space. One way to address this
question is to analyze paths from the same initial
conformation to the native state in roadmaps of dif-
ferent size. In Figure 5(g-i) we analyze the potential
energy profiles of the folding paths for the 10-ALA
chain, protein GB1, and protein A, respectively, for
three different sized roadmaps. We expect that as the
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Figure 5: (a-c) Phi/Psi plots, (d-f) Potential/RMSD plots, and (g-i) path profiles for the 10-ALA chain
(a,d,g), protein GB1 (b,e,h), and protein A (c,f,i).

number of nodes sampled increases (the sampling is
denser), our roadmaps will contain better and bet-
ter approximations of the natural folding path. Our
results support this belief, and moreover, enable us
to estimate how many nodes should be sampled. For
example, we can see in the plots that as the number
of nodes, N , is increased, the paths seem to become
smoother, having fewer and smaller peaks in their
profiles. When no further improvement is noted, the
sampling could be determined to be sufficient.

5.5.1 Refining folding pathways by resam-
pling

Another interesting point is the similarity among the
paths for all roadmap sizes. In particular, they all
have a peak (or peaks) in the potential profile near
the native state (the goal). Some researchers believe
such energy barriers around a folding state are crucial
for a stable fold. Also, the profiles clearly show that
the peak(s) right before the final fold is contributed
by the van der Waals interaction (the high poten-
tial shown is the maximum value used in our step
function approximation for the van der Waals com-
ponent). This is consistent with the tight packing of
atoms in the native fold.
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Figure 6: Potential energy profiles for paths before (top) and after (bottom) resampling for (a) protein GB1
and (b) protein A.

The similarity among the paths for different sized
roadmaps also implies that they may share some com-
mon conformations, or subpaths, and this knowledge
could be used to bias our sampling around these re-
gions, hopefully further improving the quality of the
paths. Indeed, as can be seen in Figure 6, resam-
pling around the local maxima as described in Sec-
tion 2.4.1 does indeed prove beneficial. In the figure,
the top plot shows the energy profile of the original
query path, and the bottom plot shows the same after
resampling. We note that while the peaks were not
removed entirely, they were generally reduced. We
expect that more resampling would further smooth
the paths, but it would not be expected to com-
pletely flatten them due to the energy barriers that
are thought to surround the native fold. As previ-
ously discussed, this resampling is a useful way to
compensate for the simple sampling strategy and the
rather naive straight-line roadmap connections. Post-
poning this optimization until after the initial query
is performed enables us to target our resampling ef-
forts to only the necessary regions of the conforma-
tion space.

5.6 Potential landscapes and sec-

ondary structure formation

Each protein has a unique amino acid sequence and a
unique fold. Therefore, in principle, each protein also
has a unique folding behavior which will differ from
other proteins in terms of folding rate, secondary and
tertiary structure formation, whether it has inter-
mediate states (conformations on the folding route
which are present for extended periods of time), etc.

It is interesting, however, to think about clustering
proteins according to one or more of these behav-
iors. For example, proteins in which the secondary
structure forms first, as sub-units, before they pack
together to reach the tertiary structure as opposed
to proteins in which secondary and tertiary struc-
ture are formed simulateneously. As another exam-
ple, the length of the amino acid sequence strongly
affects the folding rate – small proteins tend to fold
rapidly, while larger proteins may take more time.
In terms of potential landscapes, proteins that fold
similarly might have potential landscapes that share
certain characteristics. For example, the potential
landscape of a rapidly folding protein might be rela-
tively smooth with few local minima. We believe our
framework may be a valuable tool for studying such
issues.

Consider, for example, the potential vs. RMSD dis-
tribution plot for protein A shown in Figure 5(f). The
energies for the nodes with RMSD approximately in
the range 0-10 Å form a very narrow corridor, which
rapidly spreads out as the RMSD values increase.
When we examine snapshots of the path shown in
Figure 7, we see that even at conformations RMSD
10 Å from the native fold, the three helices have al-
ready formed (see Figure 7 (c)). Thus the narrow
corridor from 10 Å to the native fold (0 Å) is only
the packing of the secondary structures to form the
tertiary structure. The potential changes very little
in this range because the restraints and the hydopho-
bic terms in our potential function (Equation 6) are
mostly already satisfied at this point.

In contrast, the potential vs. RMSD distribution
plot for protein G shown in Figure 5(e) has a rather
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Figure 7: Folding from different starting conformations for protein A. Folding snapshots from the extended
conformation are also shown in reverse order, labels running from a to f. The folding process from a random
conformation to the goal is shown with numerical labels in the Potential vs RMSD plot (snapshots not
shown).

different structure from that of protein A. This is
consistent with our paths (and the pulse-labeling re-
sults [34, 28]), where the secondary structures form
at different times (the alpha helix first, and then the
beta sheet). Moreover, the beta sheet appears to ob-
tain its tertiary position directly, and thus we do not
have the clearly separable phase of the packing of sec-
ondary structures as was seen for protein A. This is
reflected in the smooth funnel nature of the potential
vs. RMSD plot.

The intriguing differences noted above in the dis-
tributions of the roadmap nodes in the potential vs.
RMSD plots led us to conjecture that these distribu-
tions are related to the shape of the folding funnels
which influence overall folding behavior. In particu-
lar, we believe that the energy distributions suggest
the formation order of the secondary and the tertiary
structure, and moreover, that changes in the distri-
butions might indicate different stages of the folding
process.

To investigate this issue, we considered six pro-
teins: two proteins containing only alpha helices (A
and Cytochrome C), two proteins containing both

helices and beta strands (GB1 and hen egg white
Lysozyme), and two proteins containing only beta
stands (CTX III and α-Amylase Inhibitor). The po-
tential vs. RMSD distributions for all six proteins are
shown in Figure 11; the all alpha proteins are on the
left, the all beta proteins are on the right, and the
mixed proteins are in the middle.2

It is interesting to note the contrast between the
landscapes of the all alpha and the all beta proteins,
even though the same technique, which does not uti-
lize information regarding the secondary structure,
was applied to all of them. These distributions seem
to reflect the fact that all alpha proteins tend to fold
quite differently from all beta proteins. In particu-
lar, all alpha proteins tend to form the helices first,
then the helices pack together to form the final ter-
tiary structure. In the figure, this packing of helices
is seen as the narrow ‘tail’ in the distribution where

2The results shown in Figure 11 use a variant of the method
described in this paper. It still focuses sampling around the
native state, but instead of using a set of normal distributions
we generate new conformations by iteratively applying small
perturbations to existing conformations. This version appears
to produce smoother distributions and is much faster.
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Figure 8: Folding from different starting conformations for protein GB1. Folding snapshots from the extended
conformation are also shown in reverse order, labels running from a to f. The folding process from a random
conformation to the goal is shown with numerical labels in the Potential vs RMSD plot (snapshots not
shown).

the potential changes very little as the RMSD ap-
proaches zero. In contrast, the distributions for the
all beta proteins are much smoother, indicating that
the secondary and the tertiary structure are formed
simultaneously. For the mixed alpha and beta pro-
teins, the plots share some features of the plots for the
all alpha proteins and for the all beta proteins. And
moreover, the degree of similary seems to be related
to the proportion of the protein composed of a par-
ticular secondary structure. For example, hen egg-
white Lysozyme, whose secondary structure is mainly
alpha, has a similar distribution to the all alpha Cy-
tochrome C, and the distribution for protein GB1,
which is more beta than alpha, is similar to that of
protein CTX III, an all beta protein.

5.7 Folding from different start con-

formations

For prms, after building the roadmap, searching for
the folding pathway from any denatured state is just

another query (which are handled relively quickly as
opposed to building a new roadmap). That is, there
is nothing special about the extended conformation
as a starting conformation. This is one of the key
features of the prm approach that distinguishes it
from other simulation methods that compute a single
folding trajectory.

Figure 7 and Figure 8 show the folding pathways
imposed on the potential vs. RMSD plots for differ-
ent starting conformations. One can see that differ-
ent pathways tend to come together and appear to
share some common portions (’gullies’) as they ap-
proach the native fold. They also reflect some com-
mon behavior regarding the formation of secondary
structure. The formation of the secondary structure
can be appreciated in the (reverse) path snapshots
shown beneath the plots, where the labels a-f corre-
spond to the same labels in the plot above. One may
also note that the folding paths for both protein A
and protein GB1 cross themselves when ordered by
RMS distance, i.e., for protein A we have abdcefgh
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Figure 9: Protein GB1 (see Figure 12). The full contact matrix (right) and blow-ups (left) showing the
time steps when the contacts appear on our path. Blow-ups I, II, III, and IV correspond to the alpha helix
contacts, the beta 1-2 contacts, the beta 3-4 contacts, and the beta 1-4 contacts, respectively.

and for protein GB1 abdcef. This is because on the
way to the native fold, proteins may pass through
states, such as the “molten globule” state, which are
similar to the native fold and thus have small RMSD
values. However, these are not necessarily intermedi-
ate states.

It is a simple matter to extract the shortest, or
lowest weight, path between any two nodes in our
roadmap using standard graph search techniques. In
our case, since we are interested in analyzing multi-
ple paths to a common goal (the native state), it is
convenient to construct a single-source shortest path
(SSSP) tree rooted at the native state [13]. This
shortest path tree provides in some sense a descrip-
tion of the global folding environment and the poten-
tial landscape of the protein. Given the shortest path
tree encoding folding pathways to the native state,
we can analyze overall folding pathway behavior (e.g.,
secondary structure formation order) by studying the
folding pathways from the near–random conforma-
tions in the tree, i.e., from the conformations with
very few native contacts. Given a folding pathway
starting from a near–random conformation, we deter-
mine the formation order of the native state contacts
for the various secondary structures, and the contacts
between secondary structures in the tertiary struc-
ture. As in our validation studies (Section 5.4.2), a
contact is present when the participating atoms are

≤ 7 Å apart, and the formation time of a secondary
structure or tertiary contact is the average of the ap-
pearance times for all contacts in that structure.

The results of such a study are shown in Figure 12
and Figure 13 for proteins GB1 and A, respectively.
In the plots, the x-axis is labeled with the forma-
tion order of the structure for the largest percentage
of paths, and the y-axis represents formation order.
Each graph in the plot represents one permutation of
the formation order that was present in the roadmap;
the legend shows the percentage of paths that follow
that order.

For protein GBI, Figure 12 shows that in about
60% of the pathways, the first structure formed is
the alpha helix, which is followed by the C-terminal
harpin (beta strands 3 and 4), and then the N-
terminal harpin (beta strands 1 and 2), and finally
the two harpins come together forming the contacts
between the beta 1 and beta 4 strands. The remain-
ing 40% of the pathways invert the formation order
of the N-termial harpin and the C-terminal hairpin.
This agrees with hydrogen exchange experiments and
reflects the fact that the N-terminal harpin and C-
terminal harpin are in some coarse sense symmetric.

Figure 13 shows that the secondary structure for-
mation order (as well as the contacts between them)
for protein A agrees with the experimental results,
i.e., all three alpha helices form at about the same

14



0 10 20 30 40 50 60

60

50

40

30

20

10

0

x
x

x
x

x

x

x
x

x

x
x

x

x

x

x

x
x

x

x

x

173

152

136

152

182

152

200

200

200

113

195

176

110199

131

185

140

139

200

190

@
@

@
@

@
@

@
@

@
@

@
@

@
@

@
@

@
@

@
@

@
@

@
@

(I)
(II)

@
@

@
@

@
@

@
@

@
@@

@
@

@
@

@
@

@
@

@
@@

(III)

@
@

@
@

@
@

@
@

@
@@

@
@

@
@

@
@

@
@

@
@@

(IV)

(V)

@
@

@
@

@
@

@
@

@
@

@
@

(I) (II)

@
@

@
@

@@

@
@

@
@

@@

(III)

@
@

@
@

@@

@
@

@
@

@@

(IV)

(V)

Figure 10: Protein A (see Figure 13). The full contact matrix (right) and blow-ups (left) showing the time
steps when the contacts appear on our path. Blow-ups I, II, III, IV, and V correspond to the alpha helix
1 contacts, the 1-3 helix contacts, the alpha helix 2 contacts, the alpha helix 3 contacts, and the 2-3 helix
contacts, respectively.

time. In particular, about 60% of the paths first
formed alpha helix 3, then alpha helix 1, then alpha
helix 2 (the center one), then the contacts are formed
between helices 2 and 3, and then finally the con-
tacts are formed between helices 1 and 3. There were
three other permutations present, representing 20%,
15% and 5% of the paths. In all of them, the helices
came together in the same order, and they differed
only in the order in which the helices were formed.
Our results also indicate that the two helices at the
ends have a strong tendancy to form earlier than the
helix in the middle – in only 15% of the paths was
the central helix (2) the first to form.

6 Conclusion and Future Work

In this paper, we present a framework for study-
ing protein folding using motion planning techniques.
Our approach, which is based on the prm motion
planning method, was seen to produce interesting re-
sults for representative small proteins. One of the
most important benefits of this approach to folding
problems is that it enables one to study the dynamic
folding process itself. Unfortunately, it is difficult to
appreciate this from the few path snapshots we are

able to display in a paper. (Movies can be viewed on
our webpage [4]). Nevertheless, we believe that our
results establish that this is a promising approach
which deserves further investigation.

In current work, we are using a variant of the
method described in this paper. It still focuses sam-
pling around the native state, but instead of using a
set of normal distributions we generate new confor-
mations by iteratively applying small perturbations
to existing conformations. This version appears to
produce better results, and connection is much faster,
especially for larger proteins. We are also further re-
fining our potential energy approximation, investigat-
ing more sophisticated sampling techniques to con-
centrate more nodes near the local maxima observed
in the path profiles, and are exploring additional val-
idation mechanisms (e.g., comparison to other simu-
lation approaches). We are also performing more ex-
tensive analysis of our paths and are studying more
proteins.
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Figure 11: The potential vs RMSD distribution, or the ’landscape’, for protein (a) A, (b) GB1, (c) CTX
III, (d) Cytochrome c, (e) hen egg white Lysozyme, and (f) α-Amylase Inhibitor. The two proteins in the
first (left) column are all alpha proteins, the middle column contains mixed alpha and beta proteins, and
the third (right) column contains all beta proteins.
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